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INTRODUCTION

The papers collected in this volume are intended both to present summary ‘history’ and
description of the IEA Second International Mathematics Study and to illustrate a
variety of approaches to the analysis of the data that emerged from SIMS. The initial
results from SIMS have been reported in both the series of national reports outlined in
the Appendix to this report and in the technical and published reports describing the
results of the international analyses. However, as numerous observers of SIMS have
comraented and the papers in this report amply illustrate, these initial analyses--by
members of the core working groups closely associated with the study throughout its
now long history—have barely scratched the surface of the data that SIMS collected and
have not explored the variety of questidns and the analytical approaches and methods
that the SIMS database can support. The papers collected here are intended to encourage
others to explore this rich database for both national and comparative studies on the
teaching and learning c¢ mathematics.

Most of the papers in this report were initially presented at a seminar ‘n
Secondary Analysis of the SIMS Database held at the University of Illinois at Urbana-
Champaign in January 1989. Subsequently we became aware of the work of David Baker
and David Stevenson of the Catholic University of America and took advantage of their
willingness to share their exciting research with the SIMS ‘community’ by incorporating
early versions of two of their papers in the Report. In addition this report includes
abstracts and an initial review, prepared by Leigh Burstein of the University of
California, Los Angeles, of some of the recently-completed U.S. dissertations that have
used the SIMS data.

The University of lllinois at Urbana-Champaign seminar on Secondary Analysis
of the SIMS Database and this Report are part of a larger project, the SIMS Database
En ment Project, which has as its major tasks the preparation of the public-use
database which might support further secondary analysis of the SIMS data, the training
of researchers in the use of both the SIMS data and the database, and the encouragement
of secondary analysis of SIMS data. The SIMS Database Enhancement Project is
supported by a grant from the United States National Science Foundation (Grant No.
NSF SPA 87-51425).

Ian Westbury
Kenneth J. Travers
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AN OVERVIEW OF IEA STUDY

R. A. Garden
Director Research and Statistics
New Zealand Department of Education

Introduction

In the course of the Second International Mathematics Study (SIMS) conducted
under the auspices of the International Association for the Evaluation of Educationat
Achievement (IEA), data was obtained from approximately 3,900 schools, 6,200 teachers,
and 124,000 students in more than 20 education systems around the world. This
discussion will not deal with detail aboat the aims or conduct of the study - these can be
read in a number of study’s publications, the set of five Bulletins for example. Nor will
it acknowledge the contributions to the study of a large number of individuals. To the
extent that recognition of the dedication, perserverance, and special skills contributed by
so0 many can be made by a few words in a publication this also has been done elsewhere.
My intention to give an indication of some of the influences and constraints that
determined the nature of the databank which is a x?ajor outcome of the study. It is to be
hoped that users of the databank who find that their favourite variable was not included
in the study, or who discover flaws in the data, or shortcomings in the documentation,
will think about the difficulties associated with the scale of the project, its multinational
nature, and the miniscule levels of funding for key phases of the project--and refrain
from rushing into print with trenchant criticisms.

Data collection, preparation and analysis took plaze in the first half of this decade
and it is now beginning to be easier to place tne various SIMS actors and their actions,
and all the activities of the study, into some sort of perspective. During the study it was
the negative aspects which dominated our lives - the National Research Coordinators
(NRCs) who did not follow instructions, the postal delays, the misunderstandings, the
unreadable data tapes, the mis-coded data, and so on. Now distance in time is beginning
to lend a Jegree of enchantment to the view, but in order to give some shape to the
overview it helps to ac.opt a suitable framework.

There are several possibilities. The first which commended itself was a
framework based on the life-cycle metaphor, where progress would be discussed in
terms of conception of the study (perhaps there was even a seduction phase), its birth
(not without subsequent post-natal depression), toddlerhood (poverty-stricken but filled
with hope), adolescence (sturm und drang), maturity (great responsibility but still no
money), and old age (now some money but too late to enjoy it). There doesn't seem to




have been an identifiable death scene, but some of us are certainly being haunted, and
this meeting might well be the platform for resurrection. A battle metaphor also
suggested itself, with declaration, arming and training phases and so on. But to sustain
this metaphor one would have to talk of skirmishes, conflicts, tensions between
generals in the rear and lieutenants down the line, perhaps even some putting of blind
eyes to the telescope, and of course all this would be quite inappropriate. Or would it!

The solution to the problem of how best to map an overview emerged as I re-
read the B-lletins produced throughout the study. Those familiar with the study
documents will recognise the source of the model at once, and those who have been
involved with the study throughout its planning, development and execution will
acknowledge its aptness. Any overview of SIMS would have to recognise the existence
of the study phases shown in Figure 1. There are important differences between what
was intended and what happened, and between what was sought and what was
captured. Without an awareness of the causes of these differences misinterpretation of
resuils of analyses of the data is a strong possibility.

Figure 1.

Intended Study What the ISC wanted

What National

Implemente ud
P ted Study Centres did.

International Database
Attained Study and Documentation
Publications Experience

Framework for the Overview

The shape of this overview, then, is similar to that by which SIMS participants
came to view the curriculum. The model for the study is, I believe, adaptable to a range
of diverse human activities and organisational processes, but it should be noted that the
interpretation I will share with you is my interpretation. Other people involved in the
study would doubtless have different interpretations. One of the unforgettable lessons
administrators of cooperative international studies learn is that amongst people from
different social, cultural, political backgrounds it is very hard to find a common
perception of many of the things whose meanings we, as individuals, take for granted
within our own socio-cultural environment.
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Another factor to be taken into consideration is that although I was involved in
the study from fairly early in its evolution, I did not become International Coordinator
until 1980. Roy Phillipps, the first International Coordirator (and at that time a member
of the IEA Standing Committee), and Ken Travers, Chairman of the International
Steering Committee (ISC) throughout the study may not share all my perceptions. My
view of early attempts at fundraising and initial planning for SIMS was very much a
worm's eye view. Figare 2, then, provides the framework for my talk.

It should also be noted that my view was from the International Centre in the
Department of Education in Wellington, Ne:v Zealand. Work related to the
longitudinal component of SIMS, and to the construction of the relevant sections of the
databank, was carried out at the study Centre at the University of Illinois at Urbana-
Champaigr. with support from Richard V/olfe and others at the Ontario Institute for
Studies in Education in Toronto. However, the challenges associated with processing
IEA data appear to be independent of geographic location.

Study Antecedents

Features such as the kind of data that are in the SIMS databank, the way they are
arranged, their characteristics and quality are, in part, the result of events which
occurred before the study was conceived. Earlier IEA studies, the First International
Mathematics Survey (FIMS) and the'Six Subject Survey, had seen _ne development of a
research design and methodology which had 'worked'. Leading researchers from
several countries had been involved in the cooperative develop™-nt and execution of
the previous studies and now formed the nucleus of an extensive international
community of comparative researchers. SIMS thus bacame tiic !atest ‘baby’ of the IEA
family and inevitably manifested a strong genetic blueprint. This carried many benefits -
and a few disadvantages - but the point to note is that the study is unmistakably an IEA
study.

Because this was the secend IEA mathematics study there was an especially
strong pattern in existence and, in fact, some participants initially saw the second study
as being a replication of the first. But although there was strong interest in being able to
make comparisons over time, rapid growth in the mathematics education knowledge-
base, an expanding set of techniques of analysis, and competing views of how research
should be carried out quickly reduced the importance of this aim for the study.

SIMS was intended to have a much stronger emphasis on mathematics
education than had FIMS, where mathematics tended to be treated as a surrogate for
school achievement in general. To this end, the ISC, advisers and National Committees
included strong representations of respected mathematics educators. The questions they
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wished the study to address were diverse, and many came from a different domain from
those examined in prior IEA studies. Furthermore, many of the questions could not
easily be addressed by traditional IEA survey methods. It is not surprising, given
differing expectations of the study, that from time to time 'father’' IEA Standing
Committee did not always see eye to eye with 'mother' ISC over how the SIMS baby'
should be reared.

At national (or system) level, the character and history of the institution which
houses the IEA National Centre partly determine how much influenc2 that centre will
have on international instruments and manuals, as well as on the assiduousness with
which international instructions about data collection and preparation are followed.
Previous institutional experience of participation in an IEA study, or of other large scale
survey work, can be expected to contribute to a more complete and error-free national
data set. For the same reasons, the experience, research ability, and other personal
qualities of the National Research Coordinator are reflected in the study outcomes.
However, it should be noted that in SIMS some excellent data sets came from systems in
which relevant experience was not great. An ability (and wil'ingness) to foilow
instructions to the letter was the main pre- requisite required.

Study Contexts

Past [EA studies were an important anteccuent to SIMS. The individuals who
had played leading roles in these studies and who ozcupied influential positions in IEA,
and in the research community generally, when SIMS began constituted an important
contextual factor.

Their experience, knowledge, beliefs and attitudes had a considerable influence
on the conduct of the study. A second contextual factor was what might be called the
"IEA ethos". Early IEA studies were pioneering ventures which, because of the way IEA
had come into being, attracted researchers for whom rewards such as the inteliectuai
challenge, intrinsic interest, and stimulation of participating cooperatively in an
international venture were enough. Many, perhaps most, of those who play leading
roles in IEA studies are prepared to sacrifice a vast amount of theix time to engage in
very difficult tasks for which they receive little, i. any, financial recompense. But by the
time SIMS was underway a numiber of researchers simply could not afford this sort of
financial sacrifice. Finding ways of ensuring that amongst the best available consultants
and advisers were able to make key contributions to the : cudy utilised a good deal of the
energy and challenged the imagination of study administrators.

Funding, or rather the lack of it, was undoubtedly the greatest handicap faced by
those planning and executing the study. Policies of funding agencies had changed
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substantiaily since earlier IEA studies. Many were targetting funding locally, or at
specific reserrch fields, and were just not "in the market" to provide funding for
international research. Those few funding international research were not necessarily
interested in secondary school mathematics research.

For a large part of the duration of the study there was just enough support to
allow progress to be made. Maintaining the commitment of research teams to difficult
tasks when there is no guarantee that the manuals and instruments they are producing
will ever be used is not easy, and relying only on correspondence (in English) for
communication with researchers from a wide range of nations is definitely not
recommended. Inability to fund meetings of National Research Coordinators early in
the planning phase of the study resulted in a certain amount of "undoing and redoing"
of work. In general problems of this sort were solved satisfactorily, but there are one or
two places where the repiairs are obvious. A case in point is the sets of items added late
to the cognitive instruments in an attempt to meet criticisms that the curricula of
certain European systems were not adsquately represented.

Despite the bleakness of the general funding picture at the start of the study, there
were people in some of the funding agencies who seased the potential of the study and
were able to furnish assistance. As the likely outcomes of the study became more
apparent further funding was able to be obtained, but even at this stage this was a far
from easy task for IEA advocates within the agencies. Those associated with SIMS are
very grateful for the good work they did. Some of these agencies made furcher
substantial contributions to the study through the expe:tise of professionals on their
staffs or through the expertise of researchers they recommended and encouraged to
assist with aspects of the study.

At national level, the levels of funding and resources available were also of
crucial importance. In many National Centres researchers carried out their duties as
National Research Coordinator in addition to a substantial workload from national or
local projects. Furthermore, it was common for them to have to give less priority to
SIMS than to other projects they were working on. In the face f difficulties of this sort
the NRCs did a remarkable job. It is not surprising that there were, from time to time,
problems in meeting deadlines or in meeting specificztions in the provision of data.

The quality of IEA studies depends us much cn the NRCs as on any other group.
It is they who are responsible for translating the vishes of the ISC into action in cultures
and nadonal milieux quite different from those of people who exerted the major
inlluences on design of the study. In the phase in which instruments and manuals are
being negotiated they must convey the spirit and intent of the study to their national
committee members, and represent the wishes of their national committees to the ISC.

b
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The success with which SIMS NRCs could meet these demands depended on their
having credibility with mathematics teachers as well as with the research community.
The management challenges >n an IEA study are as significant as the research
challenges - and their importance is sometimes overlooked.

We need to remember then, as we examine and manipulate IEA data, that the
contexts in which the study was designed and executed had a lot to do with the nature of
studyl outcomes. Those carrying out secondary analysis would be well advised to bear
this in mind and to make a real etfort to "get a feel" for the contextual factors in those
cout .ries for which interpretation of analyses will be made.

The Intended Study
Nothing is ever simple in latge-scale studies where design and methods are
negotiated by participants from diverse cultural backgrow.wls. To refer to SIMS as a
single study disguises the scope and complexity of what as really a collection of studies.
To begin with there we-e two target populations:

Population A: All students in the grade (year level) where the majority
have attained the age of 13.00 to 13.11 v :ars by the middle of the school year.

Popuiation B: All students whc were ir. the normally accepted terminal
grade of the secondary education: system and who were studying mathematics as
a substantial part of their academic programme.

At each grade level systems had the choice of administering the full study (i.e. a
longitudinal study which included pretest and post-test and collection of classroom
process and teacher belaviour data) or domng a "reduced” study (cross-sectional with
post-test as the only cognitive measure and without classroom process data.) The
participating systems, with the popuiations tested and the version of the study are
shown in Table 1. Ontario, British Columbia and the United States were the only
systems to undertake a longitudinal study for Population B.

Table 1 Participating Systems
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System Population(s) | Study* System Population(s) | Study

(Pop A) (Pop A)
Belgium (Flemisl) A & B L Luxembourg A C
Belgium (French)) A &B C The Netherlands A C
British Columbia] A &B L New Zealand A&B L
England & Wales] A &B C Nigeria A C
Finland A&B C Ontario A&B L
France A L Scotland A&B C
Hong Kong A&B C Swaziland A C
Hungary A&B C Sweden A&B C
Israel A&B C Thailand A&B L
Japan A&B L USA A&B L

*Longitudinal, Cross-sectional

The var:ations resulted in large part from the outcomes that national centres saw
as having most value for their systems at that time. For many, a comparison of
mathematics achievement between their system and other systems was the most
important outcome desired. Half of the systems were intetest * *u obtaining an
indication of whether mean student performance in their sy: tem nad improved or
declined since FIMS. The group of systems comparisons had as their prime interest
identification of variables that could be manipulated to improve mathematics
achievement.

SIMS was intended by the ISC to differ from FIMS in another important way. As
well as the introduction of the longitudinal study, there was a thorough analysis of the
curricula of participating systems. This was seen not only as having intrinsic interest,
but also as a way of illuminating the results of the cognitive tests.

Notwithstanding the variations built into the design, the "intended >tudy"” as far
as the ISC were concerned involved all systems completirg all tasks and instruments in
the components of the study they had ele’ - ! to participate in, following the detailed
instructions in memoranda and manuals to the letter, and hence producing flawless
data sets or, at worst, data sets with all deviations and omissions carefully documented.




The Implemented Study

Probably no national centre administered the study exactly as intended by the ISC.
Nor could it realisticaily be expected that they would. Each member institution operates
under its own constraints and within its own national culture.

Different Nationa! Committees develop different aspects of IEA study's as
priority areas and, if resources are scarce, may delete low priority questions or
instruments. In a few cases questionnaire items were changed, or mistranslated. In a
few cases some questionnaire responses were precoded (e.g. Language of the Home was
assumed to be Japanese for all students in Japan, and in a couple of systems periods
lengths and days in the school year were assumed to be constant across schools).

Arriving at definitions of tzrget populations and constructing sampling manuals
which can be implemented in an identical fashion and which have the same effects and
results in all systems is just not possible. But the sampling manuals used in SIMS were
based on the experience of past IEA studies combined with the wisdom of acknowledged
experts in sampling. A process which involved NRC's in comment, negotiation with
the SIMS Sampling Committee, and approval of sampling plans by a sampling referee
was designed to minimise sampling errors and to make outcome measures comparable
across systems. National samples which fell short of enabling these ideals to be fully
attained did so for a variety of reasons as documented in the Sampling Report for the
study. But as I asserted in that report, even for the least satisfactory samples, enough is
knosva about them for some important conclusions to be drawn with reasonable
confideice. However, there are data for variables in some systems which should be
interpreted with great caution and are better not included in multi-variate analyses.

The data collection phase was generally well executed. Where response rates
were not as good as were hoped for this was not through inadequacies in the manuals or
other advice sent from the International Centre in Wellington, nor was it through lack
of diligence on the part of NRCs. In the worst case the Nigerian NRC was unable to get
to several provinces because of extensive flooding, so the population definition for
Nigeria was changed to take account of this.

The least well executed part of the study at system level was in the preparation of
data for shipping to the International centre. With the wisdom of hindsight it is now
clear that in some centres this resulted from lack of experience in handling datasets of
the size of those in SIMS, i.e., several thousand cases with several lengthy records for
each case. Insufficient clerical provision had been made for checking and coding and
several NRCs experienced weeks cf tedious work. There was also a considerable range
of expertise amongst NRCs in computer-related data preparation (but it should not be
assumed that poor tapes were received only from less experienced, or good tapes only
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from more experiencec national centres. Experience helps, but the ability to follow
instructions was just as crucial). The outcome was that the data received at the
International Centre from national centres posed a series of challenges.

The first of these challenges was to read the tape - not always possible for the first
tape received. The second was to decipher what was on the tape. The third was to relate
what was on the tape to what was expected to be on the tape. The fourth was to caress
(or sometimes bash) the data set so as to get it into the required format, remove out of
range values and impossible outliers, without unnec2ssarily losing one "good" data
element.

Working through these stages was a long process. Where data could not be read
from the tape, the national centre had to be asked for a new tape. Even when tapes were
read, new tapes had to be asked for in some cases, but this was not common because
great efforts were made to get the data into shape at the International Centre. This was
judged to be likely to take less time than sending the faulty tape back to the national
centre and waiting for it to be dealt with, especially as national centres tended to have
used all their SIMS funding by that stage. When the data was readable and correctly
formatted in was checked for out-of-range data, outliers, accuracy of details of
modifications and deletions supplied by each national centre, and any unexplained
anomalies. The reasons for these were often obvious and appropriate editing could be
done at the International Centre. Other anomalies were able to be corrected at the
International Centre after considerable detective work. NRCs were sent frequency
outputs for each item in their data sets and asked to check them. They were asked to
check and approve changes made at the International Centre and to explain any
anomalies which the International Centre had been unable to resolve.

There could thus be several exchanges of correspondence between the
International Centre and a nationa: centre (especially as some NRCs did not respond to
correspondence for some time). If the study were being conducted now, with the
availability of E-mail and Fax, this process would be drastically shortened. As it was, it
all took a long time. The alternative was, in my view, the loss of a great deal of data, and
possibly dropping some systems from the study.

The Attained Study

What do SIMS veterans have to show for their work up to now? Already there is
a substantial list of publications associated with the study. Two of the three volumes of
the international report are available and the third will be published in the near future.
Other substantial publications for ap. international audience are planned.

baes
(G4




10

Articles have appeared in internatizaa' and national journals, and short research
briefs have been prepared for national audiences. But perhaps the greatest impact of the
study has been made through the national reporis produced by nationai centres. It is
these, written from the perspective of the participating system for a home audience, that
elicited responses from politicians, educational administ=ators, mathematics educators
and teachers who were made aware of 2 need to, or a way of, improving mathematics
education in their schools.

Net to be underestimated either, are the long term effects on a system's
mathematics education and research communities of having participated in SIMS.
Researchers learned new techniques and refined old ones, mathematics educators were
introctuced to new ways of looking at &-eir field, and teachers in many of the systems in
the class-rcom processes component f the study remarked that participation had been
excellent in- service training in mathemati~s education.

But the most important outcome of SIMS could yet prove to be the resource
which will be under discussior: during the next few days. Although there has been a
considerable amount published from SIMS data, the surface has scarcely been scratched.
There can be few databanks as exteusive and as complex which have had the same
amou:t of careful work put inta them to keep the data as complete as possible, to
Provide extensive explanatory documentation, and to make the data accessible, as this
one.

Discussion
This narrative does not amont to much more than a rather sketchy outline of

what was a decade's endeavour involving many people. It focusses on those features of
the study that led to its most noticeable outcomes. Another overview might have traced
the changes which took place ir: the intended outcomes and study procedur2s as more
systems committed themselves (late} to participation, or as understanding of the
standpoints of already participating systems grew. Changes in emphases within
mathematics education, and education generally, also gave rise to new emphases as
planning progressed. For example, early in the planning the use of calculators in
mathematics, applications in mathematics, and minimal competency policies were
projected as being major features of the proposed study. These topics eventually receded
into the background, but ERIC publications featuring discussions of the then current
views and activities in these areas from each of a wide range of countries were among
the important, but less visible outcomes of the study.

. The real guide to the degree of success achieved by SIMS will lie in answers to the
questions: Did the audiences wkich the ISC targetted "receive" useful messages from
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SIMS? Has approprial. action resulted? Does the SIMS experience add to our
knowledge about research/mathematics education and suggest lines of inquiry for
future study?

For the first pair of questions the answer would be a qualified yes. We know that
SIMS has led to action designed to improve mathematics achievement from
policymakers, mathematics educators and teachers 1 some of the participating systems.
The qualification is because we do not have information from every system about the
impact of their national report, and because when action is taken it is usually not on the
scale that the research suggests is needed. Educaticnal administrators, and often
teachers, tend to impart a "regression” effact towards the status quo.

The answer to the final questior i an unqualified yes even at this relatively
early state and it is certain that knowledge about mathematics teaching and learning,
and about research into these, will increase if the databank is widely utilised. One would
hope that alternative models, both of learning and of analysis, will be testec. There is
scope for rethinking cf which axe the key variables and how these variables might be
constructed. It would be of interest to replace ahievement as the dependent variable by
Implemented Coverage, or Teacher Expectation of Success. Replacing mean class
achievement with percent of class reaching a given mastery level as dependent variable
might also lead to some interesting results. The possibilities are aimost limitless.

Arother field which might be explore via the SIMS data is that of educational
indica* >rs. Many education systems throughout the world are seeking measures of the
"health” of their systems. A large OECD exercise is currently underway in this field.
Indices constructed from coverage (opportunity-to-learn) provide measures of
"conformity” (between what was expected of teachers and what they cid in teaching
mathematics), and of "efficiency”. Other IEA variables, yield for instance, suggest
themselves as indicators. Supplementing IEA data with up-to-date financial
information would give rise to a further set of indicators.

Conclusion

Already there is talk of a Third International Mathematics Study, (which
demonstrates again the healing power of time). A very few years ago the mere
suggestion of going through 't all agair would have brought on nightmares. But there
should be a TIMS.

Shortcomings in this sort of study are inevitable, but important difficulties
experienced with SIMS should now be able to be minimised. We know which
procedures work and which do not, which national centres need extra support and the
kinds of support they need. We know which variables worked, how to improve the
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measurement of scme of those which did not do so well, and which variables were
missing.

Improvements in communication (E-mail and Fax) would shorten a third study
by years, assuming reasonable levels of funding. Without funding adequate to provide
for cooperative planning and design of the study with NRCs, execute the study, and
provide for production of international reports, all bets would be off, I would not like to
see the general nature of IEA studies change, brt if we cannot have executives working
full-time on the TIMS to ensure that it runs to schedule it would be better to abandon
the field to the "fast test" experts. (Reading the SIMS Bulletins will reveal that the study
schedule was a systematic variable with substantial variance. Arguments that, like fine
wine, the SIMS data would improve with age did not win approval.)

Perhaps IEA should update its fund winning methods. SIMS could just as easily
have stood for the Steinlager International Mathematics Study. New Zealand's results
could well have driven mathematics teachers to seek solace in that fine product.

In alm st all substantial research projects it can be claimed that the data is grossly
under-exploited. Major efforts have been made to pieserve the SIMS data in a form in
which it is readily accessible and interpretable to researchers for further analysis. All of
those who were involved in the SIMS enterprise will be delighted that the data will
continue to be used towards the improvement of mathematics teaching and learning.
Every effort must be made to see that researchers in many countries make full use of
this resource.
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The Studies

Edward Kifer Richard Wolfe
University of Kentucky Ontario Institute for Studies in Education

Introduction

This chapter contains descriptions of a few major differences among the
countries that took part in the longitudinal portion of the Second IEA Mathematics
Study. The first section gives size, population and geographic information. The second
provides a brief summary of the structure of the school systems. Third, there is a brief
synopsis of the characteristics of the study conducted in each of the countries. finally,
there is a general overview of the curricula of the countries. This and the second
chapter are meant to set a context in which the results can be interpreted and responded
to.

The Countries

This volume focusses on teachers, students and classrooms and how students
change during a year of schooling. The international nature of the study, however,
serves as a constant reminder that education is essentially a social and cultural
phenomena. Students do change while in schools and some of that change is because
they are in schools. But all of what they learn is embedded in a context defined by
differences in values, geography, wealth, tradition and any of a variety of variables that
can be summed up rather easily. These are different countries.

There is a story? told by an Australian journalist about the Japanese sense of
"wah" (cooperation, harmony and balance) and how it pervades virtually every facet of
social and economic life. While living outsic e of Tokyo, he engages in typical activities,
one of which is buying gasoline for his automobile. The station he frequents charges a
few more yen per liter than one slightly farther away from his home. He is, of course,
free to change where he buys gasoline. Should he do that, however, the owner who
now has the journalist's business has an obligation (wah) to the previous owner to
compensate him for the loss of a customer. The amount and type of compensation is
determined through long and involved bar jaining within a context of unwritten but
complicated rules. The journalist, on the other hand, has an interest in staying with the
first owner since it is also understood that should demand evaporate for his stories
about Japan, gasoline would be available and a tab kept for any reasonable amount of
time. After all, owning a gasoline station is much more (wah) than merely selling
gasoline to make money.
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It would be possible, one imagines, to give anecdotes such as this for each of the
countries in the survey. Each maintains traditions and ways of operating that would be
“foreign" to others. Tacit understandings, language differences, customs, traditions and
other “"cultural” variables are not measured in this survey. But there is no doubt that
they, just as some of the background conditions described below, influence profoundly
the experiences of children in schools.

Figure 1 shows in terms of population and area? other differences between these
countries. The USA, for example, is an area 300 times larger than Belgium Flemish and
in population 100 times larger than British Columbia. The population density of
Belgium Flemish and Japan are 100 times greater than that of British Columbia.
Though small, Belgium Flemish is very heavily populated; though relatively small,
New Zealand is rather sparsely populated. How and to what extent these factors
influence educational processes are matters for healthy speculation. To posit that such
factors do not influence directly or indirectly schools and schooling would be folly

Figure 2 contains demographic and educational factors3 that differ betwean these
countries. What is estimated to be the wealthiest country, British Columbia, has a per
capita income 200 times larger than that of Thailand, the poorest country. One hundred
Percent of the students in Japan resporded that the language of the school and their
home is always the same while only 16% of students in Belgium Flemish gave that
response. Students in the United States are exposed to 50% more mathematics
instraction in a schoc! year than are students in Jepan. Still, the estimated 150 hours per
year for the USA represents at best 15% of the time that students spend in school and, if
one imagined ar: intensive mathematics course that lasted 6 hours per day seven days
per week, it would be only about 3 1/2 weeks of the year that they were iu a setting
where mathematics is taught. It is a small part of a child's life that is devoted to
receiving mathematics ins*-uction.

Enrollment figures for the eight countries show equally dramatic differences.
Since 1965, about the time of the first IEA mathematics study, the seven developed
countries have had rather stable and sometimes declining total enrollments at the
primary levels of schooling. Thailand during that period increased its primary school
enrollment by almost 3 million students or an increase of almos: 75%.4 Its lower
secondary schools increased six-fold, from a 1965 total of about 250,000 to a 1980 total of
1,500,000. The developed countries found another way to expand schooling--make more
of it almost mandatory. France in those 15 years changed from a university enrollment
of 400,000 to 1,000,000. Japan almost tripled the number of students in higher education
from a 1965 total of 800,000. Both comnmunity college and university enrollments
expanded rapidly in British Columbia and Ontario. So there has been expansion of
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schooling in all countries. The major differences. is at what level of a school system the
enroliments grew.

Despite those rather obvious differences, the countrics apparently share similar
views of the power and importance of schooling. Childrer begin to go to school in each
country at sither age 5 or 6 and end no earlier than 2ge 15 or 16. A trend appears,
however, to be in the direction of extending both the duration and universality of
expected time in schools. A 1974 reform act in Belgium Flemish made at 12ast halftime
atte~dance compulsory until age 18 while students in Ontario can attend publicly
supported schools at age 4. Formal schooling (from cradle to grave?) is expanding, with
the developed countries increasing partic.pation in schooling beyond the secondary
level and the developing ones making primary and secondary education universal.

The Structure of the Schools

Those who are familiar with U.S. schools know how diificut it is to describe how
they are organized. The sample, for instance, of students in this study comes from the
eighth grade. Is that the end of elementary school, the second year of junior high schoul
or the end of a middle school that separates elementary and secondary schooling? Other
countries have equally ambiguous organizaticnal structures so what follows is a
description of typical patterns rather than a presentation of these school organizations in
all of their complexity.

Belgium Flemish

Pre-schools are available to children ages 21/2 to 6. Primary education is
compulsory from ages six to twelve after which students enroll in lower secondary
school. There are two types of curriculum offered in these schools, one called common
general and the other vocational. An upper secondary school is available from ages 15
to 18 with halftime attendance required from ages 16 to 18. There are several different
types of organizational authority for schools. They include private, usually catholic,
schools, provincial schools, state schools and comraunal schools. The sample of
students upon which the analyses for this volume is based comes from the lower
secondary school.

British Columbia

For both Canadian provinces the st acture, financing and control of the schools
are independent of the nationa! government. Children in British Columbia have
opportunities to atterd pre-schools and kindergartens prior to age 6 at which time there
is compulsory enrollment in a 6 year primary school. For ages 12 to 18 there are lower
secondary and up per secondary schools. Differentiati: a of curriculum occurs during the
upper secondary schools and all children are exposed to common activities prior to then.
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The sample of students comes from grade 8 which is iocated in the lower secondary
school.
France

Schooling in France is considered to be highly centralized. Chilcren of ages 2 %0 5
may attend pre-primary schools and 1980 estinates are that ahout 90% of them do.
Primary school extends from ages 6 to 10 and grade repetition, though declining
somewhat, remains relatively common compared with other countries. The first cycle
of secondary schooling is for ages 11 to 14 and contzins a common curriculum except
that after two years students may pursue more vocztionally oriented courses. The
second cycle of secondary schoo’ing leads either to a baccalaureate degree and
preparation for university or a vocational certificate. About 25% of the Populatio.. A
students attend private schools. Students from the first cycle are in this sample.

Iapan

Japanese children attend pre-schools and kindergar*:ns from ages 3 to 6.
elementary school from 6 to 12, lower secondary from 12 to 15 and upper secondary from
15 to 18. Upper secondary schools provide a variety of alternatives including vocational,
university preparation and corresponder«ce courses. Examinations after iower secondary
school determine what upper secondary school a child attends. The sample of children
in this study comes from the 1st year of lower secondary schoo!l and is coi.parable to
grade 7 in th= United States

New Zealand

Children may attend pre-school or local play centers from ages 3 to 5. Primary
schooling begins on the child's 6th birthday and continues for 8 years. There are up to 5
years of secondary scaooling available but students may leave earlier to pursuc
vocations. About 10% of the schools are priva‘e; about 30% of the schools either for boys
or for girls. Students from Form 3, a kind of intermediate level between prim.ry and
secondary schools are the sampled population.

Ontario

Children may attend public supported schools as early as age 4. Primary
schooling of a_out 6 years is followed by 6 years of secondary schooling which, in
additicn, contains uniquely a capstone grade 13. Ontario has both private schools and
schools where the language of instruction is French. The sampled population came
from grade 8, a part of the secondary school.

Thailand

Local communities provide what pre-schooling is available for students prior to
the age of 6. Primary schooling extends from age 6 to age 12; lower secondary from age
12 to age 15; and, upper secondary from ages 15 to 18. 5-".00ls are financed by the
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national government and as indicated earlier there has been a dramatic increase in
enrollments at all levels and especially at the secondary level. The sample of students
comes from the lower secondary schools.

United States

A variety of pre-schooling opportunities, both private and public are available for
children under the age of 6. In rost states publicly funded kindergartens are available at
age 5. From age 6 to about age 14 students attend elementary schools but the particular
structure depends on the local school system. Secondary education through
comprehensive schoois that provide either college preparatory or vocation curricula are
available for students of age 14 to 18. The sample of students for the study comes from
the eighth grade. About 10% of the students are enrolled in private schools.

Differences in school organization may simply represent various ways to slice the
same loaf of bread. That is, there may be few important consequences of having an
eighth grade in a junior high versus an elementary of middle school. Yet, it is
interesting to note that in the majority of countries the sample of students comes from
what is pe:ceived to be secondary schooling as opposed to the United States where
studexis perceptually have not yet entered secondary schools.

Control of Schools

As ambiguous as school organization but more important may be the issue of
control of schooling. Here, at least superficially, differences are only between the United
States and the others. In the US. there remains, at the rhetorical level, the notion that
control of sch:ols resides in the local community. While this may be correct
historically, there is little doubt th2t recent educational reforms have had an intended or
unintended effect of diminishing local autonomy and placing more control at the state
level. This change in locus comes on top of earlier efforts of the Federal Government to
institute programs where in effect schools had to play by federal rules in order to qualify
for federal monies. So a question for the U.S. is whether or not there is local control of
schools.

Other countries presumably have central control of schools. For the two
Canadian provinces cer:tral control case means provincial control. For the remainder of
the countries it means that educational policies are made at a national level. Just as one
can question the validity of the notion of local control for the U.S. so too it is possible to
wonder what central control means for the other countries. Questions here reside
around the notion of what really can be controlled. For example, no system has the
power to control completely what teachers do in classrooms, but can to a greater extent
control who becomes a teacher. Likewise, it is possible to define at a national level tae
nature of a curriculum, but it is impossible to insure that it is implemented consistently

27




18

across classrooms. As will be seen later in this volume, teachers within all countries
vary greatly in regard to what part of the curriculum they say they teach. In addition,
most countries in the survey make provisions for local or provincial initiatives on
virtually all matter related to schools. So, what one has generally is tension among
various administrative levels regardless of where formal or legal control resides.

Issues of types of control over schools and how much control is possible, though
complex, are crucial. Within those realms are potentially important explanatory
variables. Countries use inspectors, competence examinations, school leaving
examinations, financial threats, legal authority, teachers' unions and a multitude of
other means to influence outcomes of schooling. Yet, prudence dictates that with
limited evidence one should mention differences but not attempt to resolve them.
Hence, for this volume they remain important but unresolved issues and the
relationships between them and outcomes of schooling are : .. unexamined.

Characteristics of the S'udies

Countries which decide to participate in IEA studies decide what parts of the
larger study they will implement. For the mathematics study additional choices were
allowed in terms of how the agreed upon cognitive items would be admi: istered. In
addition, for funding and other administrative reasons some countries completed their
study a year earlier than others. For these and numerour other reasons there are
variations in the studies conducted by these eight countries.

The Semples

The formal definition of the students in Population A was: All students in the
graze (year level) where the majority has attained the age of 13.00 to 13.11 vears by the
middle of the school year. As indicated earlier, this population fell in different levels of
the school system depending on the structure of the schools within a country. The
comparability of the samples, therefore, resides in the age of those who were sampled.

A second kind of sampling, item sampling, was conducted in the studies.
Essentially, a sampled student within a country was administered a Core test of 40 items
and one of four rotated forms of 35 items. So although any eue student might take no
more than 75 items, responses within » country would be obtained from a full set of 180
items. The pattern of items within the core and rotated forms as well as the decision of
which items to administer during the pretest were left to the countries.

Both kinds of information, that of the sampling of students and the organization
of the cognitive test, is given below for each of the countries.

&9
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Belgium Flemish

1. The sample: All students ir the second year of the general secondary
education, technical secondary education and vocational secondary education programs
in both Type I and Type II forms of school organization. Less than 1% of the student
cohort was excluded by this definition. The sample was compuosed of 168 schools, 175
classrooms and 4519 students.

2 Cognitive test: The longitudinal core was adjusted to the B.lgium Flemish
curriculum. Both Core and rotated forms were administered at the pretest and the
posttest with complete rotation between the two occasions. Some linkage between
student scores at pre and posttest times have been lost.

British Columbia

1. The sample: All students enrolled in regular grade 8 classes in September
1980 in the British Columbia public school system. Both slower students in remedial
classes and students attending private schools, about 10%, of the cohort was excluded
from the sample. The sample was composed of 90 schools, 93 classrooms and 2567
students.

2 Cognitive test: A standard (i.e., the same as 5 of the other countries)
longitudinal core administered both at pretest and posttest. The rotated forms were
given only at the posttest.

Ontario

1. The sample: Students enrolled in normal grade 8 classrooms in Ontario. The
excluded population was less than 2%. The sample inclvded 130 schools, 197 classrooms
(two classrooms per school where possible) and 6284 students.

2. Cognitive test: The sfandard longitudinal core and rotated forms tests were
administered both at pre and posttest. There was complete rotation of the forms
between pre and posttest.

France

1. The sample: All students in class de 4e (grade 8) of colleges, private and
public education in metropolitan France. The excluded population is estimated to be




20

less than 1%. The sample was composed of 184 schools, 365 classrooms (2 per school)
and 8778 students.

2. Cognitive test: The longitudinal core is adjusted to the French curriculum. It
was administered along with the rotated forms both at pre and posttest. Students took
the same rotated form on both nccasions.

Iapan

1. The sample: Students in grade 1 of lower secondary school (U.S. grade 7
equivalent). Excluded were students in private schools or schools for the handicapped.
About 3% of the cohort attends private schools and about 1% schools for the
handicapped. The sample was 210 schools, 211 classrooms and 7785 students.

2. Cognitive test: A distinct item set. There was a special 60 item test at the
pretest and then Core and rotated forms at the posttest.

New Zealand

1. The sample: All studenis who are in normal classes in Form 3. The excluded
population was less than 1%. The sample was of 100 schools, 196 classrooms (2 per
schoel) and 5978 students.

2. Cognitive test: The standard longitudinal Core and rotated forms were
administered both at pre and posttest with complete rotation between the two occasions.

Thailand

1. The sample: All students in normal classes in grade 8 in all 71 provinces.
There was no excluded population although only 85% of the cohort attends school at
this level. The sample was 99 schools, 99 classrooms and 4030 students.

2. Cognitive Test: The standard longitudinal Core and rotated forms were
administered both at pre and posttest. Students received different rotated forms on the
two occasions with no repetition of forms.

ni €s

1. The sample: All students in the eighth grade of mainstream public and non-
public schools. Excluded were students with disabilities sufficiently severe to require
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special education classes. The sainple was composed of 161 schools, 302 classrooms (2
per school) and 8372 students.

2. Cognitive Test: The standard longitudinal core and rotated forms were
administered both at pre and posttests with complete rotation betweer the two
occasions.

While these are major differences between countries in terms of sampling and
types of testing, other variables also may be excluded from one or more countries.
Student background questionnaires, teacher questionnaires, studeats perceptions of the
fit of the test, use of calculators and other measures are, for the most part, present across
the countries but some contain variations. Where that occurs it will be documented in
the text.

‘>

The Curriculum

An IEA volume has been devoted to an investigation of the ~urr :ulum of all
countries in the mathematics survey. Here a couple of instances will be used to
highlight some major differences between countries. For this purpose, there are two big
questions that one can ask about a country's curriculum: What is in it and which
students get it?

As a partial answer to what is in the curriculum, national committees in the
vario:s countries were asked to rate items on the achievement test to determine
whether or not they were appropriate. Those ratings provide a way to shcw how varied
the curricula are in these eight countries. Table 3 contains the text for eight selected
”oms and countries' responses to those items.

Patterns of responses across items and countries suggest that there are very
different curricula despite the fact that the study deals with mathematics, a content area
where it is assumed that there is so much in common. The square root item, 011, is
inappropriate in both Japan and Ni.w Zealand but at least acceptable in the other
countries. The two geometry items, 022 and 096, form an interesting contrast since they
tend to be linked, either both acceptable or not acceptable, in Belgium Flemish, Ontario
and Thailand. For the other five countries the curricula apparently includes materials
related to one of the items but not the other. Item 26 could be considered either a
geometry item (similar triangles) or a ratio and proportion item. Yet, it is not acceptable
in either Belgium Flemish or France but fine elsewhere. The reasoning item, 114, is
taught in Japan, and New Zealand as well as in Belgium Flemish and France but not in
the other four countries. The item which is most generally acceptable is a probability
item. Interestingly enough p-obability and statistics as a content area is the least
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Selected It¢as
Item Text

011  What is the square root of 12 * 75

AB, CD, AD, EF are intersecting straight lines as shown

On level ground, a boy 5 w its tall casts a shadow 3 units

There are 35 students in a class. 1/5 of them come to school..
For the table shown, a formula that could relate M and N is
The triangle ABC and Triangle AB'C' are congruent and their...
114 The first error, if any, in this reasoning occurs in...

188  The picture shows some black and some white marbles. Of all...
(Add pictures of itemsl)

FEERB

Rating
BFL BC FRA JPN NZ ONT THA USA

on 1 2 1 0 0 2 1 1
022 0 0 0 1 1 2 0 1
026 0 2 0 1 1 2 2 1
044 2 1 1 2 1 2 2 2
055 1 2 1 1 2 0 0 1
096 0 1 2 0 1 2 0 0

U 2 0 1 1 1 0 0 0
188 2 2 2 2 2 2 2 2
2 = Highly Appropriate 1 = Acceptable 0 = Inappropriate

Table 3. Individual countries' appropriateness ratings for selected items on the
cognitive test.
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represented in both the curricula of the countries and the cognitive test. Apparently,
even though countries do not emphasize statistics, they do agree on what little of it
should be taught.

The answer to the second question, which students are exposed to what
curriculum, is straight-forward on the surface of things. For the majority of the
countries, there is only one "official" curriculum for all students so the answer is that
almost everyone gets the same things. Officially, there are exceptions in Belgium
Flemish and the United States. Unofficially, as wili be seen later in the volume there
may be other exceptions. For Belgium Flemish there are two types of mathematics
classes, one which is taught in the general curriculum and one that is taught in the
vocational curriculum. Often these are in separate schools. In the United States, there is
no official national curriculum, usually no official state curriculum but almost always
different types of courses for different students within local school districts. Generally
the courses are: 1) Remedial, 2) General, 3) Pre-algebra and 4) Algebra. Students typically
are tracked into the various courses according to perceptions of prior achievement. This
differentiation of the curriculum in the United States is the basis for a chapter later in
the volume.

The International Curriculum Analysis volume gives detailed descriptions of the
curricula of each of these countries. The content of the curriculum, how it is delivered
and who gets it so influences what students have an opportunity to learn and do learn
that it would be difficult to underestimate how important they are as explanatory
variables for differences in achievements.

Conclusion

This paper is meant to provide general information about the countries. The
aim is to remind the reader that there are maior differences between the countries in
very important ways. The analysis and interpretation of survey data is, therefore, a
matter of taking things out of broader and richer contexts. With survey methodology
there is no alternative to such a strategy. There is merely the necessity of reminding
ourselves from whence the data came.
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Footnotes

1Sales, Murt:y. New York Review of Books. April 23, 1955.
2Encyclopectia Britanica. 18th Fdition. Chicago, Hlinois.

3The Internarional Mathematice Curriculum. Second IEA Mathematics Study.
4Husen, T. & Neville Posithewaite. International Encyclopedia of Education.
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COMPLETED, ONGOING, AND PROJECTED
SIMS DOCTORAL THESES

Leigh Burstein
University of California, Los Angeles

Historically, the cross-national studies conducted by the International Association
for the Evaluation of Educational Achievement (IEA) hzve generated data bases that
have fostered considerabie interest over and beyond their use in the primary study
reports. The broad range of questions that have been included in IEA survey and test
instruments, the large, multilevel school-based samples, and the mixture o«
participating systems attract researchers and policy analysts with a wide array of interests.
The various compendiums of IEA-linked bibliographies are testament to the fact that
virtually any relevant topic which did not appear in the original study reports becomes
the subject of secondary investigations by someone somewhere.

While unique among IEA studies in many respects, the Second International
Mathematics Study (SIMS) is cle2rly attracting the secondary analysis interest of
traditional JEA enthusiasts. Moreover, there have been inroads to new constituencies -
mathematics educators, analysts interested in indicator development, state educational
officials, etc. If nothing else, this conference is a clear testament to the breadth of
continuing interest in SIMS and SIMS related research.

My role goes beyond extolling SIMS virtues and characterizing the world of
secondary analysis acc~rding to SIMS. My intent is to describe SIMS as a data resource for
doctoral dissertations. At institutions where members of the SIMS curriculum and
technical panels reside, there have already been a number of doctoral theses zompleted
and others are in progress. The topics represented span a range of boin m«thodological
and substantive issues and naturally gravitate around the interests of tie sponsoring
professor:. The largest concentrations thus far come from the Mathematics Education
piGgcam at the University of Illinois at Urbana-Cihampaign and from the Research
Mcthodology program at UCLA where both Bengt Muthén's and my students use SIMS
to try out the latest methodological developments withir: a substantively rich
educational database or to explore within SIMS substantive questions that have
historically been investigated in the educational (school, teacher, classroom, instruction,
curriculum) effects literature.
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Before turning to a description of the focus and results of the doctoral
dissertations, I want to condition my conunenis by providing some perspective on my
view of their nature and purposes. Empirically grounded doctoral dissertations tend to
be "constrained" investigations. Under the best of circumstances, they arise through an
evolving commitment of the student to a sustained, focused line of inquiry that serves
as a foundation and source of ideas (and publications) for iiic first phase of the post-
degre= career. Often, despite explicit and implicit time and resource limits, the
dissertation makss an original contribution by clarifying, elaborating, or extending
current thinking, or on rare occasion, by challenging conventional w dom. The benefits
to the field are both primary (knowledge production) and secondary (1 e development
of a potentially productive new professional).

Other purposes are served as well. Quite often, the research enables the
dissertation sponsor to "extend" a line of inquiry they have started and contributes to
the total mosaic of the senior scholar’s research domain. In most of these cases, the
general idea for the dissertation topic originates from the sponsor with the student both
refining the idea to reflect his or her own notions and executing the investigation under
mutually agreed upon guidelines. Hopefuliy, the student develups enough investment
in the substance of the dissertation to make it his or her own. Otherwise, the dissertation
serves mainly an exercise or demonstration and thus primarily a rite of passage rather
than the substantive foundation for a career.

One other general feature of the SIMS dissertations is worth noting. By necessity,
these dissertations are all secondary data analysis projects. As such, the empirical
investigation itself is constrained by the avajlable quantity and quality of data. And,
even in such a massive data gathering activity like SIMS, certain measures weren't
included and study samples were oriented in certain ways. For example, virtually all
variables in SIMS were mathematics related; even student background measures of
home support and resources were linked to mathematics rather than to general
encouragement and support for education. Also, even though the SIMS battery of test
items was considerably larger than in previous IEA studies, for certain types of studies,
item sampling from certain topics is rather sparse. Finally, as with most other IEA
studies, the SIMS -data are all of the survey self-report- type. While a student- using a
given set of SIMS questions and items can be evpected to examine their measurement
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properties, they typically have little recourse if specific measures didn't work as
intended.!

Overview of the Dissertations

A list of all SIMS dissertations completed or in progress as of January 1989 is
cortained in Table 1. The names of the dissertation advisor(s) are included in addition
to the name of the author, year of completion, title, and institution. Where available,
abstracts from the dissertations are appended.

Topically, the dissertations break down into several that are primarily
methodological (Delandshere, Kao, Lehman, Ryan) and the remainder which focus on
substantive aspects in mathematics teaching and learning and its measurement.
Virtually every dissertation thus far h2s examined the achievement data in some
fashion and included OTL or content coverage ir{ormation. Several of the dissertations
took advantage of <pecial or unique features available in the longitudinal version of
SIMS, such as the pretest data (Chang, Charles, Delandshere, Dhompongsa, Fagnano,
Carnier, Hafner, Kanjanawassee, Kao) and the detailed classroom process questionnaires
(Chang, Charles, Dhompongsa, Fagnano, Garnier, Hafner, Kao, Williams). Most of the
dissertations used data from a single country (usually the U.S. although Thailand's data
have been analyzed by three different tudents). Obviously, plenty of opportunity
remains to take full advantage of the cross-national aspects of the data.

1In many instances, there were built-in redundancies in measuring ortain aspects of classroom and
curriculum practices that help matters somewhat. However, muct: of what was tried with the
classroom process instruments was quite novel and thus experimental, espedially for such a large
study. This put students in the position of having to carry out their own validity investigations
with -eery little literature to guide them.
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Table 1. List of SIMS-related  sertations completed or in progress.

Univesity of British Columbia

Michael K. Dirks (1985). Opportunity to learn in grade 8 schools in British Columbia.
Unpublished doctoral dissertation, University of British Columbia (David F.
Robitaille, Advisor)

University of California, Los Angeles

Ginette Delandshere (1986) Structural equation modeling applied to multi-level data:
The effect of teaching practices on eighth grade mathematics achievement.
Unpublished doctoral dissertation, University of California, Los Angeles (Leigh
Burstein, Advisor)

Cheryl L. Fagnano (1588). An investigation into the effects of teachers' subject matter
and subject specific pedagogy training on the mathematics achievement of
eighth-grade mathematics students. Unpublished doctoral dissertation,

University of California, Los Angeles (Lewis . Solmon and Leigh Burstein,
Adyvisors)

Helen E. Garnier (1988). Curriculum comparisons: Examinatior: of eighth-grade
ma tematics instruction data from the Second International Mathematics Study
in the United States. Unpublished doctoral dissertation, University of California,
Los Angeles (Marvin C. Alkin and Leigh Burstein, Advisors)

Anne L. Hafner (in progress). The use of teaching method scales in exploring the
relationship between mathematics teaching styles and differential class
achievement. Dissertation in progress, University of California, Los Angeles
(Leigh Burstein and Richard J. Shavelson, Advisors)

Sirichai Kanjanawassee (1989). Alternative strategies for policy analysis: An assessment

of school effects on students' cognitive and effective outcomes in lower
secondary schools in Thailand. Unpublished doctoral dissertation,
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Table 1. List of SIMS-related dissertations completed or in progress. (Continued)

University of California Los Angeles (Marvin C. Alkin and L2igh Burstein, Advisors)
Chi-Fen Kao (in progress). An investigation of instructional sensitivity in mathematics
achieve test items for U.S. eighth grade students. Dissertation in progress,

University of California, Los Angeles (Bengt 0. Muthen, Ac visor)

James D. Lehman (1986). Gpportunity to learn and differential item functioning,
Unpublished doctoral dissertation, University of California, Los Angeles (Leigh
Burs'ein and Bengt 0. Muthen, Advisors)

University of Illinois. Urbana-Champaign

Chang, Li-Chu (1984). The effects of teacher and student perceptions of opportunity to
learn on achievement in beginning algebra in five countries. Unpublished
doctoral dissertation, University cf Illinois at Urbana-Champaign (James
Hirstein, Advisor)

Charles, Josephine (1985). Teaching mathematics in lower secondary schools in
Swaziland. Unpublished doctoral dissertation, University of Illinois at Urbana-
Champaign (James Hirstein, Advisor)

Dhompongsa, Gullayah (1985). The teaching and learning of mathematics in eighth
grade classes in Thailand. Unpublished doctoral dissertation, University of
Illinois at Urbana-Champaign (Kenneth ]. Travers, Advisor)

Katherine E. Ryan (1987). A conceptual framework for inves“gating test item
performance with the Mantel-Haenszel procedure. Unpublished doctoral
dissertation, University of Illinois at Urbana-Champaign (Kobert L. Linn,
Advisor)

Staples, Peter M. (in progress). A study of changes in secondary school mathematics
amongst nine countries between 1963 and 1983. Dissertation in progress,
University of Illinois at Urbana-Champaign (Kenneth ]. Travers, Advisor)
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Wattanawaha, Nongsuch (1987). A study of equity in mathematics teaching and learning
in lower secondary schools in Thailand. Unpublished doctoral dissertation,
University of Illinois at Urbana-Champaign (Kenneth J. Travers, Advisor)

John B. Williams (1988). The teaching of calculus in high schools in the United States.
Unpublished doctoral dissertation, University of Lllinois at Urbana-Champaign
(Kenneth J. Travers, Advisor)

Eindings From Dissertations

What kinds of conclusions can be drawn from the results of the dissertations
done thus far? Basically, my reading of the picture is In many instances, there were built-
in redundancies in measuring certain aspects of classroom and curriculum practices that
help matters somewhat. However, much of what was tried with the classroom process
instruments was quite novel and thus experimental, especially for such a large study.
This put students in the position of having to carry out their own validity investigations
with very little literature to guide them. That substantive results tend to reinforce and
elaborate points hinted at in the main SIMS volumes and in The Underachieving
Curriculum is helpful. There are also consistencies with the prevailing notions in the
educational effects literature on classrooms and schools and on the power of curricular
opportunities (both exposure and emphasis) as a component in mathematics
achievement. Examples of results along the above lines include:

1. Centrality of Content —Whether measured in terms of OTL (reported by
teachers or by students), time allocations, or content emphases, the effects of the content
actually covered on mathematics achievement are potent ( e.g., Chang, Delandshere,
Garnier, Kao, Lehman). Only prior performance (represented by the pretest) has a
consistently stronger relationship to achievement (as representec by the posttest) than
the content coverage measures. Even after controlling for prior performarice (and thus
its effects on content coverage), content coverage remains influential.

2. Influence of Textbooks — Different types of analyses applied to data from three
systems (b.itish Columbia, Swaziland. US.) highlight the role played by textbooks in
deiermining teachers’ content decisions and instructional strategies, and their
consequences fc~ students (Ch.rles, Dirks, Garnier). According to Garnier, four
frequently used American textbooks at Crede 8 differed in terms of content coverage and
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presentation. Students in regular classrooms using one of these texts had higher
achievement scores across all content areas and performed considerably better in
geometry and on items tapping comprehension and application skills. (Of course the
teachers using this text tended to be older, better educated, and more experienced. These
same teachers, more than other teachers, tended to emphasize problem solving skills
and developing an attitude toward inquiry; they also provided more opportunity to
learn and emphasized more teaching methods in al! mathematics topics.)

3 Weak Effects of Teacher Training - For the U.S. sample, at least, teacher
training as typically measured by number of courses in general education, mathematics,
and mathematics pedagogy has little if any impact on student learning (Fagnano).
Teacher training exhibited similar associations with both pretest and posttest
performance, making it difficult to disentangle the unique influence of training on
student learning. There were indications that the prevalence of certain classroom
processes and teacher subject matter beliefs were influenced by training in mathematics
and mathematics pedagogy, but there were inconsistent results regarding the indirect
effects of trai ‘ng (through its effects on processes and beliefs) on achievement.

4. Pervasive Influence of Prior Performance -- Regardless of the focus of the
dissertation, the consequences of including the pretest to measure prior krcwledge and
mathematics ability were considerable. The pretest is the strongest predictor of posttest
everywhere and in all content areas. It is also typically more strongly associated with
most student background variables than the posttest. Consequently, controlling for prior
knowledge in analyses of achievement typically eliminates the influence of most
student background variables. Prior knowledge as measured by the pretest is also
associated with teacher attributes, curricular opportunities, and instructional practices
and processes. As a result, the effects of the latter types of variables on posttest are often
dampened rather heightened by controlling for prior performance. Taken as a group, the
results from the varicus dissertations clearly highlight the delicate task of exploring the
distinction between knowing and learning (or, alternatively, status and growth) and the
effects of student, teacher, class, and school characteristics on either or both.

On the methodological side of the ledger, not surprisingly, we learn that it 1oes
matter how you measure achievement and instructional experiences, and how the
hierarchical, multilevel structure of the data is taken into consideration in analyses. As
examples:

1. Speificity of Outcome Measures -- While some dissertations used total scores
across aii .5t items (or all items on the core) as outcomes, when subtests defined by
content area or some other feature of test items are used, the patterns of relatior hips to
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other measures (curricular opportunities, instructional practices and processes) tend to
vary. Individual test items within narrowly defined content categories were
differentially sensitive to student and instructional characteristics in some cases
(Lehman, Kao, Hafner). Clearly, the specificity of the outcome measure mattered (as did
the use of posttest only, gain, or adjusted gain).

2. Specification of Opportunity to Learn -- Once someone decided to use OTL in
their investigation, the choice of which measure to use remained. Both teachers (for all
itemns) and students (for core items at both pretest and posttest) were asked whether the
content necessary to answer individual items was taught or reviewed during the year.
Moreover, teachers were 2o asked to indicate whether the content was taught in prior
years if not taught during the year. These different measures capture overlapping but
nonisomorphic features of perceived content coverage. Both their interrelationships
and their relationships to oth.r variables accentuate certain aspects of the instructional
opportunities experienced by students. As such their commonalities and distinctions
influenced the conclusions reached in various dissertations (e.g., Chang, Fagnano,
Lehman, Kao); a different choice would likely “ave resulted in different conclusions.

3. Choice of Relational Analysis Strateg:  Some dissertations conducted all
relational analyses at the student level while others conducted all analyses at the class or
school level. Yet othevs did both, or employed several variants of multilevel analysis. In
studies where different analytical methods for handling the multilevel structure of the
data were contrasted, the substantive interpretations sugyested by different analytical
strategies changed (e.g., Delandshere, Fagnano, Kanjanawassee). Typically, conducting
analyses solely at the student level yielded a greater number of purportedly significant
effects of class and school variables although significance levels were usually inflatec m
such analyses. Conducting analyses solely at the macro (class, school) level tended to
mask within-school relationships of student background and prior performance
measures to achievement and also interactions between student characteristics and

instructional characteristics in accounting for achievement outcomes.

As reflected in the above examples, the complexity of examining survey data on
teaching and learning comes through loud and clear in most of the dissertations. In
most cases, the investigations started with descriptive reports of bivariate relationships
among the variables of interest and proceeded to condition successively on confounding
variables whose effects might have been mistakenly overlooked 1 interpreting a
specific relationship. There are subtle intricacies in interpreting survey data and in
trying to nail down such elusive constructs as teaching, instruction, curriculum,
achievement, and learning. Experience can - help but may not be decisive. The

-
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dissertations examined here represent noble “nd often notable efforts to come to grips
with complicated schooling data. That the results from specific dissertations are no more
or no less definitive or illuminating than other analyses of SIMS and analyses of other
data bases is to be expected. The fact remains that much has been learned frorn these
efforts about how to address various issues using SIMS as a data resource.

Other Possible Dissertation Topics

While a lot of fertile ground has been covered by the dissertations described here,
most of the issues already investigated using the SIMS data could warrant further study.
Moreover, there is a considerable amount of as yet untapped territory that is conducive
to dissertation research. Areas that warrant further scrutiny inciude the following:

1. Determinants of the Distribution of Curricular Opportunities - I pointed out
earlier that in the U.S., variables that predict posttest performance are often as highly
associated with pretest performance. This pattern of results naturally leads to the Kifer's
question of "who gets what?" Yet, as best as I can determine, none of the dissertations
thus far and none of the SIMS analyses other than Kifer's, focuses on the factors that
account for the distribution of curricular opportunities and instructional experiences. It
was argued early on by Kifer and Wolfe, among others, that the most interesting
relationships in the longitudinal version of SIMS would involve the pretest rather than
the postcest. There are obvious'y competing conceptions of what constitutes appropriate
mathematics for students of varying ability and prior experience levels; moreover, the
prevalence of certain corceptions varies cross-nationally. In-depth consideration of
competing concepions regarding access to mathematics content and how SIMS data
might illuminate them woulkt be weicome.

2. Interconnections of Coverage and Emphasis -- For whatever reason, most of
toe dissertations have shied away from detailed examinations of the various ways of
measurning content coverage and emphasis. (The topic-specific teacher »1estionnaires are
still sorelv underanalyzed despite the attention given them in the longitudinal
volume.) What I would like to see are theory-driven conceptions of coverage and
emphasis operationalized in a variety of ways and then the emyirical consequences of
usirg different operationalizations considered. So far this has been attempted mainly for
CIL (e.g., Chang, Kao, Lehman).

3. "Case Studies" -- Robin's analysi- in the longitudinal volume points to clusters
of teachers who tend to have common beliefs and employ similar constellations of
instructional practices. While certain dissertations attempted to create clusters of




teachers with similar "styles" (e.g., Delandsherz, Dirks, Hafner, Williams), most have
focussed on a small portion of the data provided by teachers. I have suggested before that
one way of viewing the longitudinal SIMS data is as a large number of detailed "case
studies”. What I meant by this characterization is tha :ach teacher provided a
considerable amount of information and if these data were approached as if each teacher
represented a separate case study, perhaps we could gain more insights about what
constitutes the array of instructional treatments in mathematics. I could ‘oresee
identifying small subsets of teachers with specific constellations of responses to the
teacher questionnaires and attempting to characterize these patterns and their
consequences. Robin attempted this by brute force empirical methods but clearly more
theory-driven approaches are possible.

4. Ignoring or Capitalizing on Cultural Boundaries -- In several instances, I have
suggested to students that perhaps they could learn more about classroom processes by
pooling SIMS data across countries. In this way, variation ‘n instructional practices and
processes increases considerably and certain contrasts can be illuminated. For example,
imagine combining data from enriched and algebra classrooms in the U.S. with data
from, say, French and Japanese classrooms and restricting attention to the set of test
items for which most classrooms in the pooled data set had an opportunity to learn. In
this data set, any culturally distinctive approaches to teaching mathematics and
subsequent performance are likely to be highlighted for groups of students experiencing
common curriculum intents (of course, what's excluded or not measured still matters).
This is just one example of how cross-national data might benefit inquiry into issues of
interest in a particular country.

5. Grade 12 -- At grade 12, there were longitudinal versions of SIMS conducted i
both British Columbia and the U.S. Yer these data remain virtually uranalyzed beyond
the national svmmary reports (Oniy Williams' disse-tation cons dered grade 12 data).
While there were certain structural compiexities built into data collection at grade 12
that don't exist at Grade 8, regularities in -instructiona! practices and processes are likely
to be more evidant.

Concluding Remarks

Again, the above do not exhaust the possible areas of fruitful dissertation
investigations that could use SIMS data. Nor are these topics likely to be any easier to
study than those already investigated. Nevertheless, we believe that the dissertations
completed and in progress clearly attest to the value of SIMS as a dissertation resource
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and the value of the dissertations in achieving a better understanding of the issues that
analyses of SIMS data can address. Given the array of other avenues of empirical work
possible with SIMS data and that institutions beyond Illinois and UCLA might want
their students to take advantage of this data resource, we have hopefully only seen the
tip of the iceberg with regard to the use of SIMS data for dissertation research.
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Li-Chu Chang (1984) Ti.e effects of teacher and student perce tions of opportunity to
learn on achievement in beginning algebra in five countries. University of
Illinois at Urbana-Champaign

The purpose of this research was to investigate the relationship between teachers
and students' perceptions of the opportunity to learn and student achievement in
algebra in 1 3-year-old students. Population A of the IEA Second International
Mathematics Study. Two related contexts were considered: () student entry knowledge
in mathematics and (2) the content domain being taught.

The data used in this study came from five countries: France, Japan, New
Zealand, Ontario-Canada, and the United States. The data analyses were done at the class
level. Four research questions were addressed in this study.

Are teacher opportunity to learn and student opportunity to learn good
predictors of student achievement? Both teacher opportunity to learn and student
opportunity to learn, taught this year, positively influenced achievement. However, in
some countries the opportunity to learn variable had a small effect on achievement
vecause of the homogeneity of the curriculum or the effect of having previously been
taught the topic.

Which is the better predictor of shudent achievement, teacher opportun;ty to
learn or student opportunity to learn? Although the opportunity to learn as perceived
by teachers is consistently higher than the oppos tunity to ieam as perceived by students
in the corresponding classes, the student opportunity to learn rating is a~ better predictor
of achievement gain than is the teacher opportunity to learn rating.

What is the relationship between the coverage and student achievement gain for
each level of entry knowledge in mathematics? For each ability group, the mean teacher
opportunity to learn score is higher than the corresponding mean student opportunity
to learn score.-- Student opportunity to learn is a better predictor of student achievement
gain than the corresponding teacher opportunity to learn for high and middle ability
classes.

What level of coverage is optimal for student achievement gain in classes of
high, middle and low knowledge in mathematics? A high student opportunity to learn
rating appears to be an optimal conditior: for high and middle ability students. ‘Time
allocation itself was not a salient factor of achievement gain and no significant
interactions between opportunity to learn and time allocation were found.



Josephine H. Charles (1985} A study of the teaching and learning of common and
decimal fractions in the eighth grade in Swaziland.University of Illinois at
Urbana-Champaign (James J. Hirstein, Advisor)

Purpose. The purpose of this study was to investigate the teaching and learning
of comzaon and decimal fractions in the eighth grade in Swaziland. The study focused
on the three aspects of the mathematics curriculum: (a) the intended curriculum as
reflected in curriculum guides, course outlines, syllabi and tev*books; (b) the
implemented curriculum at the classroom level where teachers translate the intended
curriculum; and (c) the attained curriculum what the students have learned as
measured by the tests and questionnaires .

Procedures and Analysis. The data lend themselves to three major classifications:
(@) curriculum data-context survey and textbook analysis; (b) classroom data include the
Teacher, Topic and Attitude Questionnaires; and (c) student data include cognitive and
attitude data.

The definition >f Population A was modified for Swaziland as the grade level
where 13 year-old students should be found according to the school system. A pre-test
was administered to 904 students in 25 classrooms in February 1980 and a posttest in
Septen ber 1980. The teachers responded to the Classroom Processes Questionnaire for
common and decimal fractions. Results of the Teacher Questionnaires and student
achievement tests were analyzed using Pearson's Correlation and ANOVA.

Selected Findings and conclusions. The classes were identified as remedial~
typical enriched or accelerated with an average class size of 27. An equal amount of time
is spent on fractions and other topics in the mathematics curriculum. The majority of
the teachers were young and inexperienced. Much of the teachers' time is spent on
Presenting new content or reviewing old material and a relatively small proportion of
time is spent on discipline or administration tasks. The textbook provided the
“boundaries” for what is taught. Limited use is made of resources beyond the textbook
for either content or methods of teaching. The majority of student time is spent
listening to teacher presentation, doing seat work or taking tests. Little time is spent on
group work. Instruction in fractions tends to be symbolic and formal with an emphasis
on computational proficiency. Students' performance is higher on common fractions
and on application level items. Both the teachers' attitudes and beliefs and students
attitudes and beliefs had no effect on student achievement.
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Ginette Delandshere (1986) Structural equation modeling applied to multilevel data:
The effect of teaching practices on eighth-grade mathematics achievement.
Unpublished doctoral dissertation, University of California, Los Angeles (Leigh
Burstein, Advisor)

Student achievement is mostly affected by three types of variables: student ability
or aptitude, student characteristics (i.e., home background), and various combinations of
teacher and classroom characteristics.

The present study questions the adequacy of the analytical models traditionally
uzzd in school and classroom effect research. It is assumed here that the variability in
tne reiationship between student characteristics and achievement could be more
effectively examined as a function of students' instructional experience. The analytical
sc*.me proposed here is intended to reflect the multilevel nature of the data, to take
measurement error into account, and to allow for the examination of the
interrelationship among the prediciors of student achievement.

The investigation is carried out with data collected from students and teachers in
226 U.S. eighth-grade mathematics classrooms (Second International Mathematics Study
under the auspices of IEA). The analytical scheme tested here includes the following
steps: 1) classification of teachers according to instructional practices using three
clustering algorithms (K-means, Ward's method, and NORMIX), 2) comparison of the
effect of group membership defined by clustering on achievement to more traditional
methods (regression and ancova), 3) estimation of a student achievement model (using
LISREL) within each group as defined by clustering, and 4) comparison of the model
across groups to assess the structural differences in student achievement due to
differences in instructional practices.

A five cluster solution was retained, and cluster membership was found to
account for an amount of variance comparable to that which would be explained by
regressing achievement directly on the teacher variables used to identify the clusters.

Structural equation modeling was then used to fit a student achievement mcdel
separately in each cluster. A good fit was obtained for the model in at least three of the
clusters. Finally, a multiple group analysis was conducted on the three cluste's,
revealing differences in the structural parameters across groups.




40

Guliaya T. Dhompongsa (1984). The teaching and learning of mathematics in eighth
grade classes in Thailand. University of. Ilinois at Urbana-Champaign

This study surveyed and analyzed data relating to classroom processes and
student achievement in mathematics in Thailand. It also inquired into the relationships
between such processes and achievement, and investigated the differences in
instructional bekaviors among teachers whose students exhibited low learning gain.
Furthermore, the study examined factors affecting student achievement in mathematics.

The study was conducted in Thailand in conjunction with the Second IEA
International Mathematics Study. The sample, drawn through the use of the probability
proportional to size (PPS) sampling procedure, consisted of 45 classrooms from 23
schoals in 10 provinces, with two classes per schools and a total of 1,910 eighth grade
students. The data collected included studenis' pretest and posttest achievement,
classroom procasses reported by the teachers, and information on student home
background, teacher characteristics and schoal conditions. These data were obtained
through the administration of relevant tests and questionnaires.

Descriptive results regarding the ways the teachers provide instruction of ratio,
proportion and percent were reported both verbally and graphically. Some ~f the more
important findings obtained from the multivariate analvses are as follows: 1) student
prior knowledge in mathematics and consistency of instruction contribute the most to
student post-achievement variance. 2) The variables associated with high-gain teachers
seem to be consistency of instruction, use of class time in explaining new content and in
managing the classroom and emphasis on practice and drill more than on problem
solving. 3) The variables associated to low-gain teachers seem to be the use of a variety of
teaching techniques and the emphasis on problem solving more than of practice and
drill. 4) Students' prior knowledge of mathematics appears to affect students’ final
achievement in mathematics directly and strongly, while the classroom process factors
seem to have negligible effect on achievement. Other background factors show minimal
indirect effect on achievement, but home status and processes in the home strongly and
directly affect student prior knowledge in mathematics, which, in turn, affect students'
final achievement.
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Michael K. Dirks (1986). The operational curricula of Mathematics 8 teachers in British
Columbia. The University of British Columbia, Canada (David F. Rokbiraille,
Supervisor)

The purpose of this study was to describe the mathematics curricuia as actually
implemented by a sample of Mathematics 8 teachers in British Columbia. A survey of
previous research indicated that knowledge about the mathematics subject matter which
teachers present to their students and the interpretations which teachers give to that
subject matter is sparse in spite of the importance such knowledge might have for the
curriculum revision process, textbook selection, the identification of in-service
~ducation needs, and the interpretation of student achievement results.

The mathematics 8 curriculum- was divided into three content areas: arithmetic,
algebra, and geometry. Within these content areas a total of 16 topics were identified as
among the basic topics of the formal Mathematics 8 course. Four variables were
identified as representing important aspects of a mathematics curriculum. The first of
these, content emphasis, was defined as a function of the amount of time a teacher spent
on cach content area. The other three variables, mode of content representation, rule-
orientedness of instruction, and diversity of instruction, were defined as functions of the
content-specific methods teachers used to interpret the topics to their students.

Class achievement level and the primary textbook were identified as having
strong potential relationships with a teacher's operational curriculum. These were used
as background variables in this study.

The data for this study were collected as part of the Second International
Mathematics Study during the 1980-1981 school year. The sample consisted of 93 teachers
who submitted five Topic Specific Questionnaires throughout the school year regarding
what they taught to one of their Mathematics 8 classes.

Among the findings of this study were: (1) Wide variation existed in the
emphasis given by teachers to the three content areas with 60% giving at least one area
light or very light emphasis. (2) Teachers using a text which placed more emphasis on a
particular content area tended to spend more time on a particular content area in their
classes. (3) Teachers of low achievement classes tended to present mathematics in a
slightly more abstract and rule-oriented way than teachers of high achievement -lasses.
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Cheryl L. Fagnano (1988). An investigation into the effects of teachers' subject matter
and subject specific pedagogy training on the mattematics achievement of
eighth-grade mathematics students. Unpublished doctoral dissertation,
University oi California, Los Angeles (Lewis H. Solmon and Leigh Burstein,
Advisors)

This study addresses the empirical questions; does the amount and kind of
training a mathematics teacher acquires affect his or her choice of classroom processes,
pedagogical beliefs, and ultimately student's mathematics achievement? The United
States 8th grade sample from the Second International Mathematics Study was the data
source. Using a two stage analysis, four models of mu 'tiple regression were usad to
investigate the study's hypothesis. Three outcome measures were investigated, student
posttest scores, classroom piocesses, and teacher pedagogical beliefs. The major
independent variables of interest were three types o1 teacher training, subject specific,
pedagogical, and general education. The study's rst significant finding was that
increased amounts of pedagogical training was n. oatively associated with student
achievement. This finding while suggestive was inconclusive due to problems of multi-
colinearity be.ween measures of teacher and
student quality.
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Helen E. Garnier (1988). Curriculum comparisons: Examination f eighth-grade
mathematics instruction data from the Second International Mathematics Study
in the United States. Unpublished doctoral dissertation, University of California,
Los Angeles (Marvin C. Alkin and Leigh Burstein, Advisors)

Previous research has identified the classroom textbook as the major contributing
factor to determining what teachers teach and what students learn. Given the enormous
potertial of the textbook to guide instructional processes, the textbook is ar. essential
variable to be included in any comparison of different curricula. National mathematics
data from the Second International Mathematics Study provided information on
students, teachers, and instractional processes. The four most frequently used U.S.
eighth grade mathematics textbooks from that study were used to investigate curricula
characteristics. The extent to which different textbooks influenced different instructional
processes and different patterns of student achievement were examined.

Qualitative comparisons of the textbooks indicated both differences in content
coverage and presentation. Des~<iptive analyses of student, teacher, and instructional
.process measures identified statistically significart differences in mathematics curricula.
The degree to which student, teacher, and instructional process variables explained
variation in mathematics achievement scores also differed across the curricula defined
by textbook choice.

The results of the analyses provided essential information about evaluation
questions of effectiveness and causality. Students in typical classrooms using the more
advanced mathematics textoook had significantly higher mathematics achievement
scores in arithmetic, geometry, measurement, and algebra. They bad the iacgest gains in
geometry, and in comprehension and application skills. Teachers using the more
advanced textbook were the oldest, most experienced, and most educated teachers. They
emphasized problem solving skills and developing an attitude of inquiry more than
other teachers. They provided more opportunity to learn and emphasized more
teaching miethods in all mathematics subjects. These teachers used self-written materials
more than other teachers.

The anclyses suggest further studies might be done on the contribution of teacher
and instructional process variables to explain the variation in mathematics
achievement scores for remedial and enriched students. Also mc-e detailed analyse.: of
mathematics topics within arithmetic, geometry, measurement, and algebra are
suggested.




Anne L. Hafner (in progress). The use of teaching method scales in exploring the
relationship between mathematics teaching styles and differential class
achievement. Dissertation in progress, University of California, Los Angeles
(Leigh Burstein and Richard J. She ..on, Advisors)

The purpose of this study is to examine the influence of spacific teaching practices
on class-level student mathematics zchievement. Prior studies have identified general
teaching behaviors which are related to student achievement, but not math-specific
behaviots. The major contribution of this study is to identify teaching styles/prucdces in
the mathematics content domain which influence class mathematics achievement. In
addition, the study will attempt to disentangle te OTL (content coverage) influence
from the teaching method influence.

The study tests the hypothesis that teaching practices will influence differential
content coverage (OTL) above and beyond the influerce of prior class achievement and
background variables. It also hypothesizes that after controlling for OTL and backgrour.d
variables, differential performance between classes will still exist which may be
attributable to teaching styles or practices. Finally it is hypothesized that classes taught by
various teaching “styles" will show differential achievement, and that practices which
focus on perceptual presentation, which stress an inforrsal apprcach that links across
mathematics concepts and which use multiple concept interpretations will best predict
kigh achievement.
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Sirichai Kanjanawassee (1989). Alternative strategies for policy analysis: An assessment
of school effects on students' cognitive ana effective outcomes in lower
secondary schools in Thailand. Unpublished doctoral dissertation, University of
California Los Angeles (Marvin C. Alkin- and Leigh Burstein, Advisors)

The purpose of this study is to consider alternative multilevel strategies to assess
the school effects on various dimensions of student outcomes. The present study
questions the adequacy of the conceptual analytical models used in school effectiveness
research. The conceptual strategies proposed here were intended to obtain a relevant
model which reflects the multilevel nature of educational data, while the analytical
strategies which take into account the multilevel structure were aimed to allow for the
variation of coefficient estimates between levels, and to test the fit of school effect
models. The investigation was carried out with data from the Second International
Mathematics Study (SIMS) collected in Thailand froin 4,030 eighth grade students and
their mathematics teachers and administrators in 99 schools. The analytical strategies to
detect, explain, and compare the school effects included variance component analysis,
standard regression ana.ysis, hierarchical analysis of covariance, and selected multilevel
analysis techniques (OLS single equation, OLS separate equation, and HLM approaches.)
The major findings can be surnmarized as follows. 1) The alternative ctrategies for
traditional multilevel analyses are needed in order to provide more realistic,
inforn.ative. and accurate assessment of school effects. 2) Thai schools did differ in
enhancing students’ status and growth in cognitive and affective mathema..cs
outcomes. 3) The outcome variables were affected by multilevel variables: student
backgrounds, class/school characteristics, and socio-cultural contexts. 4) The important
variables affecting the outcomes were students’ prior achievement and attitudc,
expectation for further education, use oif home calculator, parents' contribution to the
learning, parents’ motivation, peers' achievement, class size, teacher experience,
student-teacher ratio, and qualified mathematics teacher ratio. The student-
backgrounds tended to have strong effects on students' status in cognitive and affective
outcomes, whereas, the class/school characteristics tended to have strong effects on
students’ growth in cognitive and affective outcomes.




Chi-Fen Kao (in progress). An investigation of instructional sensitivity i mathem.iics
achieve test items for U.S. eighth grade students. Dissertation in progiess,
University of California, Los Angeles (Bengt 0. Muthén, Advisor)

The purpose of this dissertation is to further elaborate and study the applicability
of the extended IRT model developed by Muthén (1987). Muthén's approach allows for
the incorporation of auxiliary information about the background and characteristics of
students in the estimation of an IRT measurement m¢ The effects of auxiliary
variables on ability estimates and the effects of ability ...d auxiliary variables on
performance can be estimated within a common modeling framework.

The dissertation focuses on refinements in the investigation of ‘he instructional
sensitivity of test items using the SIMS data base. In earlier analyses family background
and item specific opportunity-to-learn (OTL) information were used in studying
performance on the ijtems from the core test. The work is expanded in the following
ways: (1) the analyses will be done with the pool of 180 items from both core and rotated
forms with procedures developed to handle the "random missingness" involving the
rotated forms; (2) the array of instructional variables will be extended beyond item-
specific OTL; (3) new ways will be developed to handle OTL other than as item specific
nfluence.

The study attempts to answer such questions as:

Do instructional coverage effect achievement performance in addition to its
effects on latent ability?

If an 1tem is instructionally sensitive, is it still a good measurement of the ability?

What kinds of items tend to be sensitive?
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James D. Lehman (1986). Opportunity to learn and differential item functioning.
Unpublished doctoral dissertation, University of California, Los Angeles (Leigh
Burstein and Bengt 0. Muthén, Advisors)

This student was intended to examine the impact of dif‘erences in opportunity to
learn (OTL) item content on the functioning of items and the degree to which such
distferences can lead to improved understanding of the results from investigations of
i‘em bias. The present st :dy sought to demonstrate two things: (1) student differences in
opportunity to learn item content cause differential item functioning (DIF); and (2)
statistical indications of item bias (in the present case associated with gender) confound
differences in item functioning attributable to gender with those c.ue to differences in
opportunity to learn. An Item Response Theory approach to item bias and difterentia’
item functioning was used to address the questions of the study. The data source was a
sample of eighth grades in the U.S. who participated in the Second International
Mathem2tics Study (SIMS). The items investigated were taken from the 40-item core test
of mathematics. The analysis focused primarily on algebra items from this test because
of the substantial variability of OTL across students in this topic area.

The primary results can be summarized as follows: (1) All eight algebra items
exhibited differential item functioning associated with differences in OTL. Specifically,
the item characteristic curves for high and low OTL groups indicated that students of a
given ability level in the OTL groups had a higher probability of getting the algebra items
correct than members of the low OTL groups. (2) Evidence of possible gender bias was
found in only two of the eight items. Thus it was not possible to conclude that OTL DIF
confounds gender DIF. The lack of confounding must also be attributed to tt = very
similar levels of OTL between boys and girls. However, OTL DIF in this population on
this type of test was clearly shown.
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Katherine F. Ryan (1987). ’ conceptual framework for investigating test item
perfornance with thc Mantel-Haenszel procedure. Unpublished doctoral

dissertation, University of Illinois at Urbana-Champaign (Robert L. Linn,
Advisor)

Recently, the Mantel-Haenszel (MH) procedure has been suggested as an
alternative procedure to IRT methods for investigating item bias (Holland & Thayer,
1986; McPeek & Wild, 1986). How :ver, there are few studies examining the stability of
the MH procedure across differen: samples of test takers (See McPeek & Wild, 1986). No
studies have examined whether the Mantel Haenszel estimates are stable within
different sets of items. This study examined the stability of the MH estimates acrcss
different samples of test takers as well as across different sarple sizes: investigated
whether the MH procedure is robust with respect to item context effects; and whether
the identification of differential item functioning can be improved by controlling for the
multidimensionality of the matching criteria by controlling on an additional criterion.
Results indicated that a sample of 6000 for black-white comparisons was not adequate for

obtaining stable estimates from the MH procedure while the MH odds ratio appears to be
robust to item context effects.
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Nongnuch Wattanawaha (1986). A study of equity in mathematics teaching and learning
in lower secondary school in Thailand. University of Illinois at Urtana-
Champaign (Kenneth Travers, Adviser)

The major purposes of this study were 1) to assess the extent to which the recently
reformed (1978) Thai national curriculum has been implemented by teachers in
different regions of the country, 2) to assess the extent of variation of student
achievement across regions and across schools, and 3) to explore some determinants of
achievement patterns that are potentially within the control of the school system,
particularly content coverage and classroom practice. This study was undertaken as part
of the Second International Mathematics Study (SIMS), using international data as well
as national data.

The findingr suggest that 1) There are no significant differences in the coverage of
major areas cf content across any of the analytic units investigated in this study,
educational regions, social-cultural contexts, and classrooms of different ackievement
levels. 2) There are no significant differences in student achievement among
educational regions buii there are differences at the class level which tend to be associated
with rural and urban environmenss. 3) High-achieving classes and low-achieving -
classes do not vary in content coverage, but do show patterns of differences which can be
interpreted in terms of conceptic : of active teaching proposed by Good, Grouws, and
Ebmeier (1983).

The design of SIMS nermitted a comparison of Thailand with other nations. Thai
national achievement is lower than that of most other nations, but when the
achievement of students in Bankok is compared with other nations, the ranking is
similar to that of the United States of America and New Zealand.
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John B. Williams (1988). The teaching of calculus in high schools in the United States.
Unputlished doctoral dissertation, University of Illinois at Urbana-Champaign
(Kenneth J. Travers, Advisor)

This thesis utilized data from the Second International Mathematics Study to
characterize U.S. high school calculus classes and to identify aspects of teachers and
teaching of calculus that accounted for differences in class achievement. The factors
examined were (a) the degree to which teachers' presentations of mathematics were
process oriented, (b) the degree to which teachers used formal methods of instruction, (c)
the extent to which teachers relied on the textbook, (d) the percent of time that the class
spent working in small groups, and (e) the percent of time that students spent working
alone. A detailed profile of high school calculus teachers and classes was developed,
including such variables as teacher background, curriculum content, manner of teacher
Presentations, and decisions regarding the teaching of the target clas:;.

Of the five factors and their interactions, none showed a significant relationship
to achievement. Exploratory analyses suggested that classes which spent less time in
small groups showed a greater achievement in comprehension accompanied with
higher variance in overail achievement. The data suggested that greater teacher reliance
on the textbook coupled with more time spent in small groups was ussociated with
lower achicvement at both the c~mputation and comprehension levels. Finally, teacher
presentations containing formal proofs were associated with greater variance among
classes at the higher cognitive levels of achievement. Implicatiors Jor future
development of the high school curriculum in calculus are included.

b
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CONTENT REPRESENTATION IN COLLEGE ALGEBR.\:
SUMMARY REPORT

Peter Lochiel Glidden
University of Illinois at Urbana-Champaign

Abstract

The Second International Mathematics Study College Algebra Classroom Process Data
for Population B were examined: (a) to study reasons cited by teachers for teaching subtop-
ics, (b) to study reasons cited for selecting particular content representations, and (c) to
determine what relationships exist, if any, between teachers who use multiple content
representations and their teaching decisions, professional opinions, backgrounds, classes,
and schools. Important differences were found in the reasons cited for and against teaching
subtopics. Considerable differences were found in teacher choice of representation and in
reasons cited for and against use of a particular representation. Relationships were found
between teachers who use multiple representations and: (a) their development and use of
supplemental materials, (b) their presentation of content, and (c) their sources of ideas for
applications. Evidence was found relating the use of inuitiple representation to teacher
background and education.

The method or strategy used to present or interpret a inathematical concept is
important for curriculum designers, textbook authors, and classroom teachers. This finding
is consistent with and supported both by traditional learning theories (e.g., Ausubel, 1968;
Piaget, 1975; Novak 1977) and any general or extensible cognitive science :nodel of learning
(e.g., Winston,1972; Lebowitz, 1983).

McKnight and Cooney (in press) examined content representation for Population A
for all systems completing the classroom process surveys. Their study investigated various
aspects of representation used including: use of symbolic vs. perceptual representation,
variety of representations used, balance between symbolic and perceptual representations,
and teacher opinions vs. representations used. They found some evidence of a relationship
between time allocated for instruction and variety of representations used and some indi-
vidually interesting results about teacher opinions. But no clear, overall patterns emerged
from the data.

—~—
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Goals of this Analysis

Instead of examining content representations acrose systems, we shall increase the
magnification of our microscope and consider content representations for Populatior B
College Algebra in the United States, The major goals of the present study are threefold: (a)
to examine how logarithms and complex numbers are taught; (b) to determine why teach-
ers choose particular concept representations; and (c) to determine what relationships, if
any, exist between teachers’ use of multiple content representations and their teaching
decisions, professional opinions, backgrounds, classes, and schools.

What is Being Taught about Complex Numbers and Logarithms
Figure 1 illustrates subtopic coverage for the topics of logarithms and complex
numbers. (N teachers = 153) A subtopic such as complex roots of quadratic equations is
“covered” if it has been taught as new or reviewed and extended or reviewed only. A
subtopic is “not covered” if it is assumed or not assumed and not covered. (Full descrip-
tions of the labels along the vertical axis are given in Appendix 1.) Polar coordinate repre-
sentations of complex numbers and DeMoivre’s Theorem overwheliningly are taught as

Figure 1
Coverage of Logarithm and Complex Number Subtopics
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new, and complex roots of quadratic equations and laws of logarithms are almost equally
taught as new and reviewed and extended. The remaining subtopics are covered mostly as

new.

Figure 2 illustrates the positive reasons given by teachers for teaching the subtopics.
Teachers were asked to mark as many reasons as applied. (For this and the rc=.ining
figures the subtopics are displayed in order of decreasing coverage within each topic.) The
subtopics most often taught usually have the most reasons cited why the subtopic should
be taught. For all subtopics, useful later is the most frequently cited reason followed by
text (for six out of eight), syllabus/external examination, the subtopic is well known to the
teacher, and the subtopic is related to prior mathematics. With the single exception of
DeMoivre’s Theorem, mathematical content reasons (related to prior or useful later)

Complex Roots
Complex on Rect
Complex with Folas
DeMoivre's Theorem
Laws of Logr
Graphing Logs [

Naturai Logs Z

Figuie 2

Positive Reasons Civen for Teaching Subtopics
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consistently provide most of the reasons for teaching subtopics. These reasons are followed

closely by external reasons (text and syllabus/external examination).

By contrast, Figure 3 illustrates reasons cited for not teaching a subtopic. Asmight
be expected, subtopics taught less frequently have more reasons cited for not teaching them
than frequently taught subtopics. Overwhelmingly, teachers cite external reasons (syila-
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Figure 3
Reascns Given for NOT Teaching Subtnpics
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bus/external examination most frequently, followed by text) for not teaching subtopics
with never considered playing a supporting role. Easy to teach, enjoyed by students, or
easy for studznts to understand rarely are cited either for or against teaching particular
subtopics. Therefore, the data in Figures 2 2nd 3 suggest that for a teacher to decide to
teach a subtopic, not only must the subtopic be included in the syllabus or text, but the
teacher must be familiar with the topic, know how the topic will be useful later, and know
how the topic relates to prior mathematics.

Concept Representations

Description of Representations
Complex Numbers

The fotlowing four interpretations of complex numbers were considered in the
survey (SIMS, 1985):

="1. From 22 + 1 =0, we define i = ‘1 and then use the distributive property to
give a rationaie for the product:
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(a+ biXc + di) = ac + bdi* + bci + adi = (ac-bd) + (bc + ad)i

Dilation, Rotation. Multiplication is considered as a rotation transformation fol-
lowed by a dilation (stretch or shrink) transformation.
Ifzy=a+bi=r(cosa+isina)andz,=c+di=r,(cos b+ isin b)
then z, z, = r, r, {cos(a+b) + i sin (a+b)}
Dilation Rotation

Definition of Multipiication. Multiplication is defined by stating
(a + bi) (c + di) = ac-bd) + (bc + ad)i and then jt is verified that multiplication in C satisfied
the various Algebraic properties of a field.

Ordered Pair. Multiplication is defined as follows:

Ifz, = (a,b) and z, = (c,d)

then z, z, = (ac-bd, be+ad)

After the definition is stated, the operation is checked to see if multiplication thus defined
satisfies the algebraic properties of a field.

As Figure 4 shows, = "1 was overwhelmingly (over 60%) the most frequantly used
interpretation while dilation, rotation was the least used (not used by 67% of the teachers).
The other two interpretations, ordered pair and definition of multiplication, were used
frequently or infrequently by 45% and 63% of the teachers, respectively. (For Figure 4 and
the remaining figures of this section, the interpretations are ordered from leit to right in
order of decreasing frequent use, which coincidentally is the same order as frequent/
infrequent use.) Overall, teachers used the same concept representation for all students
rather than differentiating by ability.

Figure 5 illustrat~s positive reasons cited for using a particular concept representa-
tion. These reasons foli -w much the same pattern as the reasons for covering a subtopic,
with one notable exception. As with subtopic coverage, the number of reasons cited corre-
lates directiy with the number of teachers who used the interpretation and the specific
reasons frequently cited are content (uses prior, useful later) and external (text, syllabus/
external examination) with well Imown again playing a supporting role. For concept
representation, however, easy to understand and easy to teach frequently are cited, but
they are not often cited as a reason for teaching a subtopic. As Figure 6 shows reasons cited
for not using a particular interpretation largely were external (text, syllabus/external
examination) and never considered with prerequisites unknown listed for dilation,
rotation.




Figure 4
Interpretations Used for Complex Numbers
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Figure 6
Reasons W'y Interpretations were NOT Used
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Logarithms

The following four representations were considered in the survey (SIMS, 1985):

Exponent Base. Logarithms are defined as exponents., Students abstract the gener-
alization from observing, and working with, patterns such as

4x32=21x25=2"=128
here log ab = log a + log h is considered a restatement of 10* x 10° = 10+,

Inverse Function Base. A logarithinic function is defined as the inverse of the
exponential function

f(x) = 10
Consider the graph of the log function. It is obsccved for several specific problems that the
ordinate at x = ab is equal to the sum of the ordirates at x = a and at x = b. Thus

logab=loga +logb.

e
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Area Under a Curve 3ase. Logarithmic functions are defined in terms of area under
curves of the form

f(x) = F(k,x) (y=log x is associated with k = 0.434)

Log b is then defined as the a:ea under the graph of i{x) for 1 <= x <= b. By counting
squares on a fine grid paper for several problems, students for [sic] the generalization that
the area under tie curve from 1 to ab is the sum of the area under the curve from 1 to aand
from1to b.
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As with complex number representations, teachers by and large did not differentiate
representations by student ability, and one particular representation dominated {exponent
base) and one representati- - rarely was used (area unde curve) (See Figure 7). (For Figure
7 and the remaining figures of this section, the representations are displayed in order of
decreased use.)
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Figure 7
Time Spent on Each Logarithm Representation
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Figure 8 illustrates the number of positive reasons cited for using each representa-
tion. As seen before, there is a direct relationship between reasons cited and representation
use. Paralleling complex representations, enjoyed by students and easy to teach were
cited rarely and external (text, syllabus/external examination), content reasons (related
prior, useful later), we!l known, and easy to undezstand were cited frequently.

The reasons often cited for not using a logarithm representation also <losely parallel
negative reasons for complex number representations. (See Figvre9.) The negative reasons
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Figure 8
Positive Reasons for Using Representation
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most frequently cited are: text, never considered and syllabus/external examination. As
with the least used complex representation (dilation, rotation), the least used logarithm
representation (area under curve) had prerequisites unknown frequently cited.

Therefore, analogous to subtopic coverage, the data suggest that for a teacher to use
a representation, not only must the repre-entation be included in the syllabus or text, but
the teacher must be familiar with the representation, the representation must be easy for
students to understand, the students must know the prerequisites, and the teacher must
know how the representation: will be useful later. How much students enjoy a representa-
tion or how difficult it is to teach are much less important to teachers in selecting content
representations.

Multiple Representations

When teacher coverage of logarithms and complex numbers is compared with the
number of subtopics covered for ea :h topic, numerous inconsistencies are found. For
example, teachers did not mark a topic as covered even though they covered ali four sub-
topics. Consequently, for a topic to have been covered either the teacher marked it as

-
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Figure 9
Reasons why Interprretation was NOT Used
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covered or the teacher covered at least three of the four subtopics. In our examination of
multiple representations and their characteristics, we include only those teachers who
covered the topics of complex numbers and logari*hms.

Complex Numbers

The two multiple representations indices for complex numbers we examine are: (a)
Complex Frequent and (b) Complex Used. For Complex Frequent we shall examine those
teachers who frequently used: (a) at most one representation and (b) more than one repre-
sentation. For Complex Used we shall examine teachers who used (either frequen*'y or
infrequently): (a) at most one represent xtion, (2) exactly two representations, and (c) more
than two representations Table 1 lists tiie numbers of each.

7
P d



‘Table 1

Numbers of Teachers Using Muitiple Representations

Complex  Logarithm
Frequent Frequent
Used at me {one
representation frequently 77 84
" d more than one
representation frequently 4 32
Complex  Logarithm
Used Used
Used at most one representation 33 34
Used two representations 29 56
Used more than two representations 59 26
Total 121 116
Logarithms

For the complex number representations, teachers were specifically asked if they:
(@) use this interpretation frequently; (b) have used this interpretation, but infrequently; or
(c3 do nct use this interpretation. For logarithm interpretations, however, teachers were
asked the number of periods they studied each interpretation. Therefore the construstion of
muhiple representation indices for logarithms requires additional steps. First, class periods
for each interpretation were converted into minutes which were then categorized as: not
used, time = 0; used infrequently, 0 minutes < time < 75 minutes or about one period; and
used frequently, time > 75 minutes or more than about one period. The results o. this

classification scheme are given in Table 2.
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Table 2
Classification of arithm Representations

Exponent Inverse Area Under

Base Function Curve
Not Used (Time = 0) 5 35 84
Used Infrequently 36 35 8
(Time < 75 Minutes)
Used Frequently 61 33 11
(Time > 75 Minutes)
Total 104 103 103

While other classification schemes clearly exist, this scheme has three main advan-
tages: (a) it is reasonable (There was a natural break in the data between 58 and 80 minutes
for each intzrpretation.), (b) it allows us to compare and contrast ™ ltiple representation
use for complex numbers and logarithms, and (c) it heips to eliminate complicating factors
such as time spent on ene particular representation.

Therefore, to parallel complex multiple representations, the two multiple represen-
tation indices for logarithms we shall examine are: (a) Logarithra Frequent and (b)
Logarithm Used. For Logarithm Frequent we shall exami..e those teacters who frequently
used: (a) at most one representation and (b) more than one representation. For Logarithm
Used we: shall examine teachers who used (either freuently or infrequently): (a) at most
one representation, (2) exactly two representations, and (c) more .han two representations.
Table 1 lists the numbers of each.

Major Results
In this paper we examine only the major results of this analysis, that is, results that:
(a) were supported by statistically significant relationships between at least two mulaple
representation indices and a variable and (b) had additional support from at least one other




statistically significant relationship between at least one index and another closely related
variable. Other results are given in a technical appendix (Glidden, in press).
Use and Development of Supplemental Materials

As Table 3 shows, there is a strong relationship (p < 0.05) between multiple repre-
sentation use and the use of previously self-develcped supplemental materials as sources of
information on what to teach. As Table 4 shows, teachers: ho used multiple representa-
tions were also more likely to develop supplemental materials. This is especially surprising
given how few teachers developed materials at all. Therefore, it appears, teachers who use
multiple representations are more likely to develop and use supplemental mrateriais.

Table 3

Relation Between Complex Indices and Sources of Information abuut Goals and What

Topics to Teach is Materials Previrusly Prepared by Yourself

Never Occasionally Frequently
Used Used Used
Complex Freaent?
Frequent <= 120 40 12
Frequent>1 5 22 14
Complex Used®
Used <=1 10 19
Used »> 2 1 20 5
Used > 2 14 23 20

Note. *C? (2, N=1i3)=. _ 2<0.05
°C? (4, N = 113) = 19.492, p <0.06%

Content Presentation

As Table 5 illustrates, multiple representation teachers were more likely to use a
minimum competency statement as a source of information on how to present a topic.
Multiple representation teaci.crs also were more likely to use the syllabus (or curriculum
guide) and textbook (See Table 6.) as sources of ideas for problems that go beyond drill and
practice. When Tables 3, 5, and 6 are viewed together, it is apparent that multiple represen-
tation teachers are raore likely to use various resources self-developed materials, minimum
competency statement, text, or syllabus) for ideas than are single representation teachers.
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Table 4
Relation B n d_Development of Supplemer.tary Materia

Developed Supplementary Materials

No Yes
Complex Used
Used <=1 33 0
Used =2 19 10
Used > 2 41 18
Note. C?(2,N =121) =13.834, p <0.001
Table 5

Relation Between Indices and Source of Information on How to Present a Toy ic is State-
ment of Minimal Competence

Never Occasionally Frequently
Used Used Used
Complex Frequent*
Frequent <= 143 20 10
Frequent >1 13 16 12
Complex Used®
Used <=1 16 9 6
Used >2 19
Used > 2 21 22 14
Logarithm Frequent<
Frequent <= 144 22 10
Frequent>1 8 13 10

Note. *C? (2, N = 114) = 8.375, p < 0.05
bCZ (4, N = 114) = 9.667, p < 0.05
“C2 (2, N = 107) = 10.098, p < 0.01
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Table 6
Relation Between Complex Indices and as a Sources of Information on Selecting Problems
e.g i hat go Beyond Drill and Practic
Never Occasionally Frequently
Used Used Used
Syllabus or Curriculum Zuide
(Other than Minimum Comp -ency Statement)
Complex Frequent*
Frequent <= 129 34 9
Frequent>1 7 23 12
Complex Used®
Used <=1 15 11
Used > 2 10 14
Used > 2 11 32 14
Textbook
Logarithm Frequent-
Frequent <= 136 29 10
Frequent>1 8 22 2

Note. *C?(2, N =114) = 8.704, p < 0.05
bC2 (4, N = 114) = 10.087, p < 0.05
“C2 (2,N = 107) = 8.148, p < 0.05

A strong relationship was found between the complex multiple representation
indices and number of minutes spent or. complex numbers. (See Table 7.) This is especially
noteworthy when we recall that the majority of teachers used one logarithm representation
and the time used for that interpretation varied from zero to 464 minutes. Therefore we
would not expect our logarithm multiple representation indices to capture this relationship.

As already noted, there are major differences between teachers in time allotted. But
as Table 8 illustrates, multiple representation teachers are not only more likely to cover
more theorems, but they also are more likely to give more formal proofs. Therefore, there is
strong evidence that multiple representation teachers spend more time on a topic and cover
the topic more extensively than do nonmultiple representation teachers.
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Table 7
&M@w@g Number of Minutes Spent on Complex Numbers
Minutes
Mins < 180 18C <= Mins 360 <= Mins
<360
| Complex Frequent*
r Frequent <=1 15 28 24
Frequent > 1 4 10 28
Complex Used®
Used <=1 1 8 5
Used =2 3 16 10
Used > 2 5 14 37

Note.  *C?(2,N=109) = $.994, p <0.01
bC? (4, N = 109) = 27.930, p < J.001

~1
~1




Table 8
Relationshin between Complex Indices and Initial Teacher Presentation
Gave Stated, Stated, Not Covered
Formal Informal No Deriv- or Not
Proof Derivation ation Discussed

Formula F(a + bi,c + di) = F(ac + bd,¢? + d?) + F(bc - ad,c2+d?)i
Complex Frequent*

Frequent <=1 17 21 10 24

Srequent > 1 21 16 3 4
Complex Used®

Used <=1 2 6 4 16

Used =2 8

Used > 2 28 23

F. mula {r(cos Q + i sin Q)}* = r" (cos nQ + i sin nQ)

Complex Used*

Used <=1 2 6 5 16
Used =2 15 5 4 5
Used > 2 29 11 7 12

Note. *C? (3, N =116) = 13.160, p <0.005
*C2 (6, N = 116) = 34.151, p < 0.001
‘C? (6, N = 117) = 20.852, p < 0.005

Finally, as Tables 9 and 10 illustrate, there is evidence that teachers who use mul-
tiple representations for complex numbers are also likely to use multiple representations for
logarithms.




Table 9
Relation between Complex Indices and Logarithm Frequent
Logarithm Frequent
Frequent <=1 Frequent > 1

Complex Frequent*

Frequent <=1 47 13

Frequent > 1 20 16
Complex Used®

Used <=1 24

Used =2 18 8

Used > 2 25 18

Note. *C?(1,N =96) = 5537, p < 0.05
bC2 (2, N = 96) = 7.444, p < 0.05

Table 10
Relation B n n i
Logarithm Used
Used <=1 Used =2 Used > 2

Complex Used

Used <=1 9 12

Used =2 12 1

Used > 2 5 28 10

Note. C?(4, N =96) =11.029, p <0.05

Teacher Ex perience and Education.

As Table 11 indicates, there is a strong direct relationship between experience in
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teaciring mathematics and use of multiple representation. Additionally, Table 12 illustrates

a statistically significant relationship between Complex Frequent znd the number of semes-
ters of mathematics methods. A similar, but not statistically significant, relationship is

present between age and Complex Frequent and Complex Used.
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Table 11
R n n Indi nd Number of Y Experience in Teaching Mathemati
Yrs <5 5<=Yrs<13 13 <=Yrs
Complex Frequent*
Frequent <=1 22 28 21
Srequent > 1 11 9 23
Logarithm Used®
Used <=1 13 9 9
Used =2 14 22 17
Used > 2 3 4 17

Note. *C*(2,N=114)=7.063, p < 0.05
*C? (4, N = 108) = 15.090, p < 0.55
Tablz i2

Relation between Complex Frequent and Number of Semesters of Mathematics Methods
and Pedagogy

Semesters < 3 3 <= Semesters
Complex Frequent
Frequent <=1 37 34
Frequent > 1 12 31

Note. C2(1,N = 114) = 6.403, p < 0.05

Table 13
Relation between i and Head of Departmen
Logarithm Head of Department
Frequent Yes No
Freq<=1 37 39
Freg> 1 8 22

Note. C?(1,N =106) = 4.268, p <0.05
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However, because of the results skow.: in Table 13 we cannot assert that there is a
strong relationship between teacher experience/education and multiple representation use.
In Table 13, Logarithm Frequent is inversely related to Head of Department. This could be
attributed to the construction of the Logarithm Frequent index or possibly even to chance.
But, the data also show relationships (p < 0.05) between head of department and age,
experience teaching, experience teaching mathematics, and general education courses.
Therefore, until fv ther analysis is performed, we shall say that there is evidence of a
. relationship betw’. 1 teacher experience/education and multiple representation use.

Summary

External reasons (text and syllabus/external examination) and teacher familiarity
(well known vs. never considered) .requently were cited as reasons for and against teach-
ing particular subtopics of complex rumbers and logarithms. Additionally, content reasons
(related to prior and useful later) frequently are cited as reasons wh a subtopic should be
taught. Closely paralleling reasons for subtopic coverage, external reasons and teacher
familiarity frequently were cited as reasons for and against using a particular concept
representation and content reasons frequently were cited as reasons why a represen..ion
should be used. However, only for concept representation, easy to understand also was
frequently cited as a reason for using a particular representation. For both subiopic cover-
age and con pt : 'presentation, easy to teach and enjoyed by students were not often cited
as reasons, either pro or con.

There were significant relationships between the use of multiple representations and
teacher development and use of supplemental materials. There also was a relationship
between multiple representation use and sources of information used to decide what to
teach, how to teach, and what applicatic ; to present. Together these relationships suggest
that teachers who use multiple representations use more sources of information (self-
developed materials, minimum competency statement, ext, or syllabus) than do nonmui-
tiple representation teachers.

Teachers who use m+'tiple representations also allot more time for a topic and they
are more likely to cover important formulas and theorems more deeply than nonmultiple
representation teacners. There was some evidence of a relationship between teacher experi-
ence/education and multiple representation use, but further research is necessary before
inferences can be made.

o
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Possible Implications for Mathematics Education

The results discussed above, if supported by further research, sugges: several
obvious implications 5 mathematics education regarding: development and use of sup-
plemental materials, the ralationship between sources of informatio.a and multiple repre-
sentation use, and time allotted for coverage and depth of crverage. However, there is one
less obvious implicaticn that directly affects teacher education.

Recall Sherlock Holmes's “curious incident” of the dog not ba. «ing in “Silver 8laze”
(Doyle, 1893). The fact that the dog did not bark was an importzat clue because it sug-
gested that the dog knew the culprit. With respect to classroom process data, this analycis
found no major relationships between multiple representation use and school data. Our
data did not bark. Therefore, it appears that representation us. is a local phenomenon, a
function of teacher perception. That is, how familiar the teacher is with a representation,
how easy it is for students to understand, how it relates to prior mathematics, and Low
useful it is for future mathematics. This perception may be influenced by the teacher’s
educational preparation and experience. This suggests that curriculum designers, supervi-
sors, and mathematics edv  cis should take special care to provide teachers with sufficient
explanation of and justifica. n for important concepts and their representations. ‘Teachers
make informed judgemerts regarding representation use (and subtopic coverage) and
mathematics educators should be aware of this.

0o
oo




73

References

Ausubel, D. P. (1968). Educational psychology: A cognitive view, New York: Holt, Rhinehart
and Wirston.

Doyle. A. C. (1893). Memoirs of Sherlock Holmes. New York: Harper.

Glidden, P. L. Gn press), Content representation in college algebra: Technical appendix. Cham-
paign, IL: International Association for the Evaluation of Educational Achievement.

Lebowitz, M. (1983). Generalization from natural language text.Cogn.tive Science, 7, 1-40.

McKnight, C. C,, & Cooney, T. J. (in press). Content represertation in mathematics instruc-
tion: Characteristics, determinants, and effectiveness.” in L. Burstein (ed.), Student
growth and classroom prccesses in the lower secondary school: Vol. III. Second international
mathematics study international reports. London: Pergamor. Press.

Novak, J. D. (1977). A theory of education. Jthaca, NY: Cornell University Press.

Piaget, J. (1975). The development of thought, New York: The Viking Press.

Second International Mathematics Study (SIMS) (1985). Technical report V instrument book:
Classroom process questionnaires. Champaign, IL: International Association for the
Evaluation of Educational Achievement.

Winston, P. H. (1972). Learning structural descriptions from examples. In P. H. Winston
(Ed.) The P: jchology f Computer Vision. New York: McGraw-Hiil.

¢ 2



74
Appendix I
Short and Long Subtopic Titles
Logarithm Subtopics
Short Title Long Title
Laws of Logs Laws of Logarithms
Graphing Logs Graphing Logarithmic Functions
Natural Logs Natural Logarithms
Log Applications Applications of Logarithms
Complex Number Subtopics
Short Title Long Title
Complex Roots Complex Roots of Quadratic Equations
Complex on Rect Graphing Complex Numbers on
Rectangular Coordinates
Complex with Polar Polar Coordinate Representation for
Complex Numbers
DeMoivre’s Theoram DeMoivre’s Theorer 'nd Roots of Unity

Similar issues in constructing explanatory indices from descriptive data are
discussed in McKnight and Cooney, 1988, p. 4.

There also is a statistically significant relationship between teacher expectation

of student mastery of log , x - y and log, x =z iff by - #and Logarithm Frequent.
However, because slightly more than 10% of the teachers did not teach *he for-
mula, the finding was not included. The chi-square statistic was significant at the
5% level for the relationships between teacher expectation of student mastery of
the two formulas in Table 8 and Complex Used, but since severa! oalis had ex-
pected counts less thai <, results could not be inferred from the data.

In fact, only two significant relationships were found hetween multiple repre-
sentation use and all the school variables.

This is not to say that there may not be system differences in representation use.
McKnight and Cooney (1988) found no clear, overall patterns of  multiple repre-
sentation use between systems, and there may be, znd probably are, differences
in preferred representations between systemis. Further research is required to
determine if a comparable implication can be inferred about other systems

There also was some evidence of a relationship between multiple representation
use and the teacher's perception of class ability. These results are discussed the
Technical Appendix .

0]
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CREATING GENDER DIFFERENCES:

A COMPARISGN OF MALE AND i EMALE MATHEMATICS
PERFORMANCE IN NINETEEN EDUCATIONAL SYSTEMS

Deborah Perkins Jones
David P. Baker

The Catholic University of America
INTRODUCTION

The search for differences between ms'es and females across performance
domains is a research activity undertaken by moc: disciplines in the behavioral and
social sciences. To a great extent, differences (or similarities) between males and females
are studied almost as by-products of phenomena in the pursuit of other theoretical
interests — such as cogrition, physiology or social inequality. To a far lesser extent,
differences betwecn the sexes are studied as part of a tneory of gender itself with an
integrated set of iypotheses.

We examine several theoretical accounts of gender differ: iices; in one narrow
performance domain. We compare, to the limits of our data, three accounts of gender
influences from three broad segments of the sex difference literature — sociological,
social psycholc,icai and biological. The performance domain that we focus on -- eighth
grade mathematics achievement - is both narrow in content and short in the duration
of an individual's life. But it is a domain that has demonstated consequences for a
range of behavior and later life chances.

We scarch for gender differences in mathematics achievement among 77,000
students within 19 educational systems around the world. We test the degree to which
patterns of gender differences (or similarities) conf.rm central assumptions underlying
each of the three theoretical perspectives.

THEORETICAL PERSPECTIVES ON CENDER DIFFERENCES

Since a measure of a suhject's sex is easy to incorporate into most studies, a vast
se: of empirical findings about male and female differences has been produced. The
szme holds true for theoretical consideration of gender. Every conceivable theoretical
perspect.e on human behavior contains an account of the origins of gender differences

o
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across an array of domains. The resulting literature is immense and unwieldy, without
even the crudest of a central paradigm for conceptual guidance. This makes it difficult
tc place new evidence about males and females within a meaningful context. Faced
with this kind of literature the task becemes one of theory reduction.

In generating hypotheses we have limited our consideraticx to three clusters of
theoretical accounts of gender phenomena. These accounts represent central pools from
which a large number of sther theories flow. Also, each of these perspectives has some
history of results in examining mathematical ability between the sexes. In our models of
each perspective we do not claim to exhaust all of the numerous twists and turns of each
theory, but rather we bring out data to bear on the central assumptions, the necessary
conditions, of each of the general perspectives.

The Sociology of Gender Differences

Most sociological accounts of gender rest on the assumption that gender roles are
born out of the institutic *.3 within a society. At the center of this idea is the notion that
inst.tutions define gender roles and that thes~ definitions become forged into a diffuse
"gender belief system" which shapes the day-to-day behuviors and attitudes of men and
women, and girls and boys (Hesz & Ferree, 1987).

By a sociological accouni then, the genesis of gender roles are the institutional
rules of being a male or being a female. Other processes, more social psychological or
even physical in nature, may transmit these rules to individuals, but at the heart of this
perspective is the imagery of institutions forming rules about gender which in turn
form the status of female or male within a society. A wide variety of institutions have
gender-specific rules, such as rules of courtship and marriage, family organization, access
t~ political power, and access and -ontt »i over economic resources.

Related to this notion is that as institutional rules vary across sccieties, gencer
status varies across societies. Gender is considered to be actively and socially
constructed; it is not a.1 izamutable quality. A central assumptior. of this sociological
image is that differences in the ,elative status of the two sexes will correspond with the
relative differences in performances. In societies in which there is a large difference
between tlee status of men and women, there will also be large performance differences
between men and women. In s~cieties in which the relative status between the genders
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is small, performance differences between the genders shouid also be small. The
reasoning behind this assumption being that gender will play less of a role in
determining the conditions of performance of individuals in societies where gender is
used less as a stratifying quality.

This is a main hypothesis of sociological explanations of gender differences in
mathematical performance, but it has rarely been tested. A test of this hypothesis
requires the kind of data we have - namely, for a sample of societies a measure of sex
differences in mathematical performance and measures of status differences between
males and females. We have used a large cross-national data set on mathematical
abilities of 8th graders as our indicator of gender difference. in performance across
societies. We have addcd to that a variety of measures of the relative status of mea and
women across a range of institutions. We have ne. attempted to form one global
measure of gender status, but rather have selected indicators from several institutional
dimensions. This a..ows us to assess the reladve ability of various institutions to shape
gender statuses which might create gender differsaces in performance.

Although we include indicators of general social status, we focus on economic
indicators of gender status since differences between men's and wo:mnen's access to
financial resources and occupations seems to be a key ccrrelate of a general gender status
(Blau & Ferber, 1986; Chafetz & Dwozkin, 1936). Alsn technical training and preparation
for occupationat positicns are linked through attitudes towards formal schooling.
Given the perception of mathematics training as an occupational skill, the basic
sociological argument suggests that within a society with weak gender barriers to
economic participation, there should be less gender differences in performance.

There is a related argument from the sociological perspective that we can
examine. A number of global phenomena have resulted in limiting the degree to which
social systems are structured (and stratified) by traditional attributes such as clan, family,
ethnicity, and caste. The same case can be made for gender stratification as well.

The full hest of influences on this process are too numerous tc describe here, but
the core of the argument usually centers on the phenomenra of nation-state building and
the process of creating citizens through formal schooling (Meyer & Hannan, 1979;
Ramirez & Boli-Benne’:, 1988). The argument goes that modern nation-states work to
decrease traditional ties and increase citizen allegiance and participation. State
sponsored "stitutions shoulder much of this task and chief among these institutions is
forn.al schooling. It is suggested that schools through their state-derived charter and
structure mitigate against traditional forms of stratification. As a student body and a
future citizenry, children are less likely to Le stratified in school by such qualities as their
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sex. The tone of this argument is essentiaily historical. As the Western model of states
arid schools spreac., so did a decrease in the legitimate use of traditional mechanisms of
stratification. The official implications of this trend can be seen ir such governmental
actions as the US. Title 9 prohibiting gender discrimination in school activities.

If this argument is true, we should find that gender differences in school
performance decrease over time.] We can compare earlier national results of boys’ and
girls' performance on mathematics tests with the data we use to assess whether, as the
conditions of gender stratification in a society decrease, so do gender differences in
academic performance.

The Social Psychology of Gender Differ .es

There are a variety of social psychological accounts of gender differences. At the
heart of most of these is the notion that face-to-face interactions in various social
organizations influence the sexes in different ways thus yielding different performances.
This basic scenario is very salient in t & literature on gender and schools, in which a
number of school factors are suspected of producing different experiences for males and
females. These factors range from the imagery of a "hidden curriculum,” which is
ihought to contain gender stratifving qualities, to more overt discrimination of access to
educational opportunities (Becker, 1981; Brophy & Good, 1574; Ferinema, et al., 1980;
Leinhardt, Seewald & Engel., 1979; Morse & Handley, 1985).

The basic argument in all of these perspectives is that males are given advantages
over females {or the mastery of mathematics in school. And that these advantages are
social psychological in nature, or namely effects of face-to-face interactions (Aiken, 1976;
Burton, 1986; Walden & Walkerdine, 1986).

There are two such face-to-face schooling proces:es -- within classroom
interaction a_«d family effects —~ which are often cited as causing gender stratification of
performance. Research on the former considers how teachers might teach d:ffere: ‘ly to

! There are severai other scenarios that generate essentially the same historical hypothesis

about gender effects as -does the nation-state and citizenship formation perspective. These include
broader modernization arguments, arguments about the effects of cunflict over traditional
stratification and the expansion of industrial economies that break down traditional structures
that incorporate ger.der heavily into the scheme of stratification. Our analysis tests only the basic
hypothesis about che decline in gender cffects on performance, rot hypotheses about each of the
humerous causal mechanisins that could play a part in this process.
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male students and female students. And research on the latter considers how parents
might influence their daughters and sons differently to achieve in school.

There is some cross-national evidence to suggest that males and females are
universally treated differently in the schooling process (Finn, 1980). But also there is
evidence to suggest the opposite, that formal education has become a force of gender
egalitarianism, a place where females and males are treated similarly.

Whether or not males and females are taught differently is a large question that
can not be completely answered with just on¢ ~tudy. The data we use certainly does not
contain measures of all possible gender discrimination that could occur during teaching
in the classroom. It does, however, contain a measure of perhaps the most central of
schooling processes determining performance, namely access to curriculum, or a
student's "opportunity to learn" (OTL). We can determine if there are systematic gender
differences in the opportunity to learn mathematics in these 19 educational systems. Do
males gain an advantage in mathematics by being in classrooms where more and more
advanced mathematics is taught? Or conversely, are females at a disadvantage because
they are funnelled into classes where less and less advanced mathematics is taught?

Family influences as a possible explanation of gender differences in mathematics
have been considered from a variety of perspectives, such as early socialization, forming
performance expectations and standards, modeling of behavior conducive to solving
mathematical probleins and social reinforcements (e.g., Baker & Entwistle, 1987; Fox,
Tobin & Bredy, 1979). As is the case i. all social psychological accounts of gender
differences, the family is suspected of treating sons and daughters differently in terms of
instilling the necessary skills to do mathematics (Eccles & Jacobs, 1986).

Since we do not have either direct family observation of parent-child interaction
or parents' percentions of their support, we do not focus on family effects in considering
these social psychological arguments. We can however, include some investigation of
the student's perceptions of their parents' encouragement to do well in mathematics
and the student's attitudes about gender and mathematical training. We can assess the
size of gender differences in these perceptions and attitudes and the relationship
belween these uifferences and performance differences across educational systems.

We test two central hypotheses o a social psychological perspective. First we can
examine one "hidden curriculum” hypothesis, namely that boys receive more access to
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mathematical instruction than do girls and that this is a uniform pattern across
educational systems. Second we can examine a more general socialization hypothesis,
namely that parents enccurage their sons' mathematical achievement more than their
daughters' mathematical achievement and that this is a uniform pattern across
educational systems.

The Biology of Gender Differences

Biological explanations of gencer differences in mathematics achievement are
ancient and varied, with the earliest speculation about cognition and gender differences
dating back o Aristotle (Sherman, 1978). Current biolegical explanations reflect current
core paradigms of biological thinking about an array of human performance, with
accounts based on hormonal (Broverman, Klaiber, Kobayashi & Vogel., 1968) genetic
(Bock & Kolakowski, 1973; Stafford, 1961) and neural structural effects (Levy, 1976;
Waber, 1979).

Most biological theories rely on the relationship between spatial and
mathematical ability. These theories argue that some biological characteristic
(hormones, genes or brain structure) produces different degrees of spatial perception
powers and this causes performance differences in solving mathematical problems. For
the most part, these theories and the research that they spawn are relatively inductive.2
They first assume that there are clear and consistent gender differences in solving
mathematics problems and that the problem is to identify which biological factors, that
are known to be distributed by gender, might account for the observed pattern of
performance. Seldom, if ever, are the operative factors actually measured and tested
against performance. This is partially because of the difficulty in measuring these
factors, but equally it is because of the confidence in the inductive process behind much
of this perspective. Consider, for example, Benbow and Stanleys' (1980) highly
publicized paper in Sciencz. They claim that since American male junior-high students
out perform female junior-high stidents on a difficult mathematical test, males must
have superior mathematical ability, ‘which may in turn be related to greater male ability
in spatial skills" (p. 1264). They ma’:e this claim with only the scantiest of evidence
about the lack of other non-biological effects at work within their data and without any

2 See Star (1978) for a similar critique of research on gender differences and brain hemispt2re
asymumetry.
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direct measure of spatial skills. Their original claim may be correct, but they have not
attempted to consider the extent to which biological and non-biological factors may
shape the gender differences they observed.

Our data do not contain measures of operative factors from any of the biological
theories of gender and mathematical performiance. But with this data set we can
extensively examine the core assumption behind the inductive chain of reasoning in
these theories — namely, are there consistent and large gender differences in
mathematical achievement across a sizable number of students from different
educational systems in different societies?

The degree to which the answer to this question is no, suggests a difficult obstacle
for a general biological perspective on gender differences. A lack of consistent
differences is not in and of itself a complete rejection of biological effects, since there are
any number of gerotypic and phenotypic analogies to su,gest that biological influences
can be masked by environmental ones. But at the very least, a lack of consistent
differences would question the inductive reasoning that seems to buttress so much of
the biological research about these pi.enomena.

Additionally a mixed pattern of gender differences would indicate the size of
non-biological influences in these distributions. Shci of offering some theory of
societal influences on biological factors, an inconsistent pattern of :ffects suggests a
variety of social influences.

Gend -+ Difference as the Dependent Variable

Altrough most of the sex difference literature discusses phenomena in terms of
individual differences between males and females, they are really investigating qualities
of distribut.ons. Except for a few gross anatomical characteristics, there is no evidence to
suggest that all females differ from all males on any dimension. What we actu “lly study
is the distribution of one sex compared to the distribution of the otl.er. We can examine
how close the means are, or how spread out the distributions are relative to one
another, and so forth. Thus we can then make probability statements about gender
effects, such as "one's sex is likely to influence what one does or thinks or believes."
These probabilities, however, are used merely to approximate individual qualities from
aggregate qualities. The real currency of gender effects a.e differences or similarities
among distributions of male and female performances. Therefore, we use comparisons
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of the male and female distribution of mathematical achievement from each system as
oui dependent variable.

Data and Measures
Data

The data on mathematical achievement come from the Second International
Mathematics Study (SIMS) sponsored by the International Association for the
Evaluatior of Educational Achievement (IEA). SIMS, col’-~ied in 1981, is a
comprehensive assessment of school mathematics of over 77,000 students in the grade
equivalent to American 8th grade. Originally 20 national units participated in the study,
these included: French Belgium (BFR), Flemish Belgium (BFL), British Columbia (BRC),
England (ENG), Finland (FNL), France (FRA), Hong Kong (HKG), Hungary (HUN),
Israel (ISR), Japan (JAP), Luxembourg (LUX), The Netherlands (NTH), New Zealand
(NSL), Nigeria (NGR), Ontario (ONT), Scotland (SCT), Swaziland (SWZ), Sweden

SWD), Thailand (THA), and the United States (USA).3

The units do not represent a random sample of all nations in the world, rather
they chose to participate in the study and each had controi over their sampling and
administering of the study instruments. The sample, however, does represent a
reasonable mixture of the world's nations, including developed and less -developed
nations and nations from most geographical regions of the world.4 The sample of
nations also represents a diverse set of administrative educational practices (Stevenson
& Baker, 1989).

In each unit, a stratified, random sample of classrooms was drawn to the
specifications of the guidelines developed by an international committee (Garden, 1987).
The goal was to generate a representative sample of 13-year old students and schools in
each educational system. A common mathematics test, minimally adopted for each
country, was administered to these sampled intact classrooms at the end of the school

3 We can analyze only 19 of these systems because the Flemish Belgium sample did not
contain a way to match the student's gender to their test performance. For the two provindal
systems in Canzda and the United Kingdom, we attempted to use province-level indicators of
female status where possible. Also the Japanese sample was of 7th grade students and the
Nigerian sample was 9th grade students, since in both systems the national committees deemed
that the test tapped the mathematics curriculum at these grade levels.

4 See Jones (1989) fo' 4 full description of the sample and the SIMS study.
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year. The test was designed to tap a range of mathematics skills, including four specific
skill areas and five substantive areas. The total test contained 190 items made up on one
40-item core test and five rotated forms containing the remainder of items. Both the
core test and the forms have a similar mixture of items in terms of skill and substantive
areas. Each student took the core test and one of the rotated forms. Since all students in
the study received the identical 40 item core test, we use just these items in our analysis.
Additionally each student was asked to complete a questionnaire inquiring about their
gender, their attitudes towards mathematics and their perceptions of their parents
involvement in their preparation for mathematics.

Teachers of the sample classrooms were also given a questionnaire about what
and how they taught mathematics to the target classroom. For each item on the test,
teachers were asked to report if they had taught the information needed to answer the
test item. This is the so-called Opportunity to Learn measure. See Appendix A for
educational system, student and classroom sample sizes.

For each of the national units in the sample we collected a number of measures
of gender status, economic development and the size of the school system. These came
from published sources including: United Nations Demographic Yearbooks, UNESCO
Statistical Yearbooks and Population Reference Bureau publications (Kent, Huab &
Osaki, 1985; Sivard, 1985).

Measures

The gender difference on the core mathematics test for each educational system
were calculated as the male mean score minus the female mean score. The individual
scores from which the means were constructed were calculated as follows. Each core test
item was a multiple choice with five optional answers. A core test score was computed
using an estimated number know equation (Gulliksen, 1950).

Core Score =S R - (SW/4)

where: S R = number of items correct
S W = number of items incorrect

This scering corrects for any effects of guessing.




The OTL for each teacher was calculated for each item and was merged onto the
student records which enabled us to e: amine student level gender differences in access
to mathematics instruction. Some O L analyses were done at the classroom level using
just the teacher file which included the gender breakdown of the classroom.

We use four indicators of women's status in non-economéc institutions in each
country. These include:

Fertility Rate - measured as the average number of children a
women would have duiing “er lifetime at current birth rates.

Percent Female Use of Contraceptives - measured as women in
marital or consensual union, aged 15-49, using modern
methods as defined as the pill, IUD, sterilization, condom,
diaphragm, foam and other barrier or chemical methods.

Perrent of Females aged 15-19 Married.

Number of Fomales in the national Legislation - Women both
elected and appointed to legislative bodies.

We use six indicators of female status in the labor force for each country:
Percent Female in the Labor Force - as a percent of total labor force.
Percent Female in the Industrial Sector of the La ar Force.

Percent Female in the Service Sector of the Labor Force.

Percent Female in the Agricultural Sector of the Labor Force.

Gender Gccupational Segregation Index - the degree to which
females and males are concentrated in separate occupations.

Ratio of Female to Male Earning - averaged over all jobs.

Results

Table 1 presents .- sex differences for each educational system on the 40-item
core test. In the thir2 column are the differences themselves (the male mean minus the
female mean). Standard biological accounts of gender differences and numerous
empirical studies suggest that males will outperform females on mathematica. tests
(Aiken, 1976; Backman, 1972; Benbow & Stanley, 1980; Maccoby & Jacklin, 1974; Mullis,
1975). This is not the case in these data. Instead, the differences fall into three distinct

34




o 85

categories. In the first category are seven systems in which males do bc.ter than females.
In the second category are eight systems in which there is r.0 significant difference
beiween the sexes. And in the third category are four systems in which females do better
than males. Th:re is also no evidence t  ggest that the absolute size of a gender
difference favors either sex. The absolute mean differences among the systems in the
first group is 1.50 and in the third group it is an almost identical 1.51. The very small
ccuntry-level mean diiference of .30 reflects this mixture of gender differences across the
systems. Also, a country-level mean difference weighted by the sample sizes shows less
than a one-half of one item advantage for males (X = .49). Finally, it appears that
mathematics performance is stratified less by gender than by educationa! systems. Here,
as in earlier comparative mathematics studies (Husén, 1967), between-system differences
are substantially larger than within-gender differences in any one system. These
analyses offer little support for theories of gender that assume a consistent and uniform
pattern of performance differences between the sees.

Some of the more recent biologically grounded investigations of gender
differences, however, have suggested that unifcrm differences will be most prevalent
among the most difficult of mathematical areas. This is the male advantage hypothesis
on so-called "higher order vhinking" (HOT) involving spatial relationships, encouraged
by the results that Benbow ana Stanley (1980; 1983) report.

Although the core test was designed to tap a range of mathematics skills, we can
examine the most difficult items to assess the HOT hypothesis comparatively. Within
each system we determined the ten core test items which were most frequently
answered incorrectly and then calculated the sex difference on these items for each

system.5 These differences a e presented in the fourth column of Table 1.

In 12 out of the 19 systems the average male performed better than the average
female on the 10 m~st difficult jtems on the core test. Also in no system did females
significantly out perform males, as vas the case with the full core iest. This pattern
lends some credibility to the hypothesis that males have an acvantage in performing
difficult mathematical problems, although the country-leve! 1.n-weighted mean
difference (.31) and the weighted mean difference (.38) are twsith relatively small. There
were, however, seven systems in which this pattern did not hold and among these are

5 Because performance and the teaching of a mathematics curriculum varied so much between
systems, we calculated the ten most difficult items within each system instead of across all
systems.
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Table 1

IEA Second International Mathematics Study 8th Grade Core Test Score Means by

Gender.

Difference on 10 ]
most difficult
Male Female Difference itetns (MX - FX)

Country mean  mean (MX - FX)

L XM>XE
Fra:ce 1,.J22 14.18 2.84* 1.00*
Israel 18.79 17.74 1.05* 36*
Lurembourg 1334 11.74 1.60* 58¢
The Netherlands 2200 2023 1.77* .66*
New Zealand 14.60 13.51 1.09* .69*
Ontario, Canada 17.72 1594 .78* 39+
Swaziland 9.29 7.89 1.45* 26

I XM=XF-
British Columbia 19.55 19.27 28 41
England/Wales UK 1538 1452 46 .30*
Hong Kong 16.59 16.09 50 30* .
Japan 23.84 23.80 o oh b i
Nigeria 9.50 9.05 45 04
Scotland UK 16.83 16.68 15 24
Swuden 10.70 11.18 -.48 -07
USA 1498 15.12 -14 27t

O XM<XE:
Belgium-French 19.44 20.54 -1.10* a3
Finland 13.24 14.87 -1.63* 05
Hungary 2.3 23.62 -1.26* -01
Thailand 1209 14.16 -2.07* -14
Country Mean (N=19) 16.17 15.87 30 31
Standard Deviation 424 437 1.24 2

a. S ores on 40-Item Core Test were calculated as R - (W/4), where R is number of ‘tems

correct and W is number of items incorrect.
*  Fratio has p< .01
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the four systems in which females did better than males on the full test. So there is
countering evidence to suggest that even among the most difficult items there is not a

uniform pattern of gender difference.

Before continuing the analysis we stop here to consider one major source of
possible bias in these estimates. The SIMS sampling focused on the grade in which most
13 year-oldchildren were enrolled (i.e., the 8th grade). But not all of these educational
systems are like the Linited States, in which nearly all 13 year-old males anc ‘zinales are
in school in the same grade and thus yielding a nationally representative sample
comparabie for both sexes. If schooling in a particular system is selective for 13 year-old
students and if this selection is somehow related to the gender of the stud :nt, then this
could cause a biased comparison between male andfemale students from one grads
level. While it is difficult to obtain precise estimates for eac’ country of the percentages
of the 13 year-old children, by gerder, who are enrollec in the same grade level, we can
make somie rough estimates from which to judge any bias.

Fortunately most systems in the SIMS sample appear to be like the U.S. In only a
few systems is there a possible comparison bias created by the structure and selectivity of
schooling. These few cases are interesting to consider. Take for instance, France, in
which there are substantially fewer males than females in the 8th grade school
populations (and hence in the SIMS sample, see column 3 of Appendix A). This is due
to a number of factors, chief among these is that over one half of French students repeat
a year of school, and more boys than g.1s do this. In France repeating a year is often
used as a proactive device to add an additional year of preparation for entrance o more
difficult and prestigious technical secondary school streams (such as the "C-
curriculum"), and boys apparently use this strategy more than do girls. Thus large male
advantage in mathematics knowledge in the French sample may be upwardly biased, as
we are comparing a smaller, slightly older and perhaps better prepared male population
against a more general female population.

The reverse may be true in Nigeria in which there is low primary school
enrollment in general (51% of an age-cohort in 1975) and male students outnumber
female students by 2 to 1. The fact that we find no difference between the male and
female means in mathematic ability probably underestimates male performance since
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Wwe are comparing a broader population of Nigerian males against what is most likely a
more selective group of Nigerian females.

By this type of reasoning, we estimate that some orgarizational bias may be
involved in only five cases. The idiosyncratic structure cf each case is too lengthy to
describe here. We estimate, however, that among countries with a male advantage in
mathematical achievement, certainly France and, to a lesser extent, Luxembourg and
The Netherlands are upwardly biased. Among countries with parity between the sexes
in achievement, Nigeria, as described above, may underestimate male performance.
And among countries with a female advantage, Thailand is probably upwardly biased,
but only to a small degree.

We next examine males' and females' access to mathematical instruction in the
8th grade. Table 2 presents the gender means and differences for OTL for the core test
items in *4 of the systems.6 The third column presents the gender differences in OTL.
A central assurnption of most social psychological accounts of gender differences in
schooi settings suggests that through various mechanisms males have more access to
mathematical instruction than do females, and this difference in access causes gender
differences in performance. This assumption, however, does not receive much support
from the gender differences in 8th grade OTL in the SIMS data. In fact, in one-half of the
educational systems girls receive more mathematics instruction than do boys. And
there is no difference in the full sample between male and female OTL means. There is
also no correlation (r = .09) among the systems between gender differences in core test
performance and gender differences in OTL. For example, among systems in which
males perform better than females there is a mixed pattern of gender differences in OTL.
Furthermore, in analysis not preserited here, there is no evidence to suggest that 8th
grade boys have more access to different or more difficult substance areas (arithmetic,
geometry, algebra, ineasurement and probability) than do girls (Jones, 1989).

Although there appears not to be a male advantage in terms of access to
instruction there may be other, subtle, ways in which one gender is given an advantage
over the other. The so-called "hidden curriculum” perspective suggests that
stratification within schools occurs through a variety of face-to-face mechanisms, some

6 Five systems did not collect OTL, but fortunately these systems are evenly distributed
across the categories of gender differences, with one (Israel) from the male advantage categucy, two
(England/Wales UK and Hong Kong) from the no difference category and one (Belgium-French)
from the female advantage category.




very subtle and others more manifest. Since the students were sampled by intact
classrooms, we can examine one such "hidden curriculum” hypothesis. Namely, that
teachers alter the amount of mathematics they teach as a function of the gender
composition of the class. This hypothesis flows irom a number of "hidden curriculum”
arguments which suggest that teachers, willingly or otherwise, take part in the social
stratification of the schooling process.

The last column in Table 2 reports the unstandardized regression coefficient from
regressing OTL on the percent female in the classroom. A negative coefficient indicates
that teachers within a particular system decrease the amount of mathematics
instruction as the number of female students increase. This is the case in only one
system (The Netherlands). In the majority of sy’stems the number of girls in a classroom
has no effect on the amount of mathematics taught, and in three systems (the USA
included) teachers teach more mathematics when there are more female students.”

Classrooms in these 19 educational systems appear to be generally equalitarian in
terms of males' and females' access to 8th grade mathematics instruction. There is little
support for the notion that schools manifestly limit classroom opportunities in 8th
grade on the basis of the gender of the student. Finally what variation there is between
gender and OTL is not related to the mixed pattern of gender differences in performance
that we report in Table 1.

We next turn to several sociological explanations for the pattern of gender
difference reported in Tables 1 and 2. A central notion of sociological perspectives on
gender is that the relative status of men and women will influence sex differences in
actions and attitudes. To the degree that a scciety's institutions create status differences
between men and women, gender will be a stratifying characteristic. If this explanation

7 Carry the "hidden curriculum” notion further, one could argue that because female students
tend to b2 better behaved in class (Entwisle & Hayduk, 1979), teachers with more female students
can teach more of anything, mathematics included. So that the generally positive coefficients here
do indeed represent a type of "hidden effect” of gender. To test this we udded to the equations in
Table 2 the teacher’s estimate of the time spent on keeping order in this class. The effects of percent
female were not diminished by adding this variable; teachers do not alter the amount of
mathematics taught because more girls in class means better behaved students. If these positive
coefficients represent a gender effect here, its underlying cause is not clear to us. We have also not
separated out single-sex classrooms from this analysis, which could produce different gender effects
from mixed-sex classrooms (Riordan, 1989).
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Table 2

Access to Mathematics Instruction (OTL) in 8th Grade by Gender for Skills needed for
Core Test Items.

Unstandardized
coefficient from OTL
Male Female Difference regressed on % female
Country mean % mean % OTLCore in class (Standardized
Core CoreOTL (M-P error)
OTL
L  The Netherlands 3927 35.68 4.04* -.05* (.02)
France 85.05 8542 -37* 03 (.02)
Ontario, Canada 80.79 80.76 03 -04 (11)
Luxembourg 5924 6127 -2.03** 03 (.05)
Swaziland 65.60 67.13 -1.53 26 (.20}
New Zealand 67.95 6899 -1.04 04 (.04)
I. USA 7750 78.82 -1.32** 26" (.08)
British Columbia 2555 2707 -1.52%* 27 (13)
Japan 8143 8143 0.00 02 (.09)
Nigeria 7319 7643 -3.25% 7 (09)
Sweden 5255 5315 -60 09 (06)
I Finland 6315 6407 -92% 147 (06)
Hungary 48,61 4934 -73 04 (22)
Thailand 8484 8446 38 -0t (04)
Country Mean (N=14) 65.6543 652871 -6329
Country Standard 179766 183003 1.6384
Deviation
*  Calculated F ratio has p< .05.
** __calculated F ratio has p< .01
I
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of gender phenomena is correct, we should find that the relative status of men and
women will effect even a specific performance domain such as mathematics ability. To
test this we examine the relationsh’p between the relative status of females and males in
a society and the size of the gender difference in 8th grade mathematics in the 19
educational systems in the SIMS data.

We begin with four indicators of general social status of females in a society. The
correlations between these and the size of a society's gender difference in mathematics
performance are presented in the first column of Panel A in Table 3. Contrary to the
broadest interpretation of a sociological perspective on gender, general status of females
is not related to the size of gender differences in performance of mathematics. Control
over reproduction and marriage clearly are unrelated to performance differences.
Political incorporation does show a modest association in the predicted direction, but the
coefficient is not statistically significant.

In the first column of Panel B in this table we examine six variables tha" reflect
various aspects of the integration of women into the institution of work. These
indicators of the occupational status of females are related to the size of the gender
difference in core test performance among the society's 8th grade students. In systems in
which higher percentages of women work in the formal workforce, girls are more likely
to perform as well or better than boys in mathematics. There appears to be a sector effect
as well, with female participation in lower status agricultural work being less related to
gender performance than female participation in higher status industrial work.
Although the correlations for an index of occupational segregation and the ratio of
female wages tc male wages are not significant, each is in the predicted direction. All of
these associatioits remain stable even after controlling for general economic
development of the country (GNP) (analysis not reported here, see Jones, 1989) and
many are statistically significant regardless of a small sample.
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Table 3

Correlations Between Country-level Indications of Female Status and Gender
Differences in 8th Grade on the Core Test, OTL and Attitudes.

“Gender Difference (M-F) on:
40-Item Parental Agree that Boys
Core OTL Encouragement Need more Math
WN=19)  W=15 (N=18) N=19)
Panel A:
Women's Social Position
Fertility Rate .08 -42 -31 -12
% Female Use
Contraceptives 02 44 09 -.84*
% Female 15-19 Married -14 -49 -19 .89*+
# Female in National
Legislation -32 .06 30 -25
(N=16)
Panel B
! Fo
Participation
% Female Labor Force -.55* -27 -.61** -20
% Female Industrial -.59* 01 -42* 24
% Female Service -.40* -12 A2 25
% Female Agricultural -24 -28 -.42* -.21
Gender Occ. Segregation 33 06 30 .68*
(N=8) (N=8)
Female:Male Earnings -24 18 -15 -47
(N=11)
v P>05
** P>01
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In the second column of Table 3 are the same correlations for gender differences
in OTL. As we have already shown, there is considerably less range in gender
differences in OTL than there is in performance and so we would not expect adult
gender status to vary greatly with access to mathematics instruction. Unlike in the case
of performance, gender differences in OTL are not associated with indicators of females'
participation in the labor force. The indicators of female social status are also not related
to gender differences in OTL.8

On a five point Likert Scale, with five as agreeing the most, there is considerable
variation in the size of the gender difference on parental encouragement in
mathematics. The overall mean is 1.4 (SD 5.9), with about a third of the countries
having a female advantage, a third with parity between the sexes and a third with a male
advantage. These system-level differences in perceptions of parental encouragement are
associated with the performance gender differences (r = .47, p .02), so that countries that
yield gender differences in performance also yield gender differences in perceptions of
support by parents. These differences in parental support are alsc related to gender
differences in OTL (r = .56, p .02). Table 3 shows that as with gender differences in
performance, differences in parental encouragement are not related to indicators of
general female status, but are reiated to indicators of female participation in the labor
force. Systems in which females have more access to the labor force are systems in
which there is less of a male advantage in parental support, and girls may even be more
encouraged to do well in academic mathematics.

Differences between boys' and girls' agreement with the statement that "boys
need mathematical training more than girls" are heavily in favor of males agreeing
more than females with a sample mean difference of 10.6 (ST 11.5). The gender
differences on this attitude are not related, however, te either differences in test
performance or OTL (r = -.19 and r = -.14, respectively). And generally these differences
are not related t> female status, except for three indicators. In systems in which higher
proportions of females use c. ntraceptives, the gender differences in this attitude are
smaller, but in systems with more young women marrying the gender difference in

8 The modest, although non-significant, correlations between OTL and fertility rate,
contraceptive use and ycuth marriage are all in an unpredicted direction. This is largely due to the
fact that The Netherlands, a country in which ferrales have a more equal social status, has the
largest male advantage in OTL and Nigeria, a country with considerably less parity between the
sexes, has the largest female advantage in OTL.
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favor of males agreeing is larger. Systems which yield higher levels of occupational sex
segregation, also vield larger differences in the way boys and girls view gender and
mathematics training.

The above analysis is cross-sectional. A related, but longitudinal, test of a gender
sociological perspective on gender would suggest that the world over time creates social
systems less structured around traditional attributes. Schools, and performance by male
and female stus’ents within them, should reflect this change and thus gender difference
in mathematics performance should decrease over time. To test this hypothesis we
compared gender differences among 8th grade mathematics performance almost two
decades apart in the nine countries that participated in both the First International
Mathematics Study (FIMS) done in 1964 and the SIMS in 1981.9

The data presented in Table 4 supports the notion that there has been a decrease
in the size of male superiority in 8th grade mathematics over the two decades. The
sample mean drops from an almost 4% male advantage in 1964 to almost complete
parity between the sexes in 1981. The individua! country means show how this has
happened. In 1964, all but one of the countries had a distinct male advantage mean
difference. By 1981 four of these countries dropped substantially toward parity between
the sexes. This trend has been noted in other data from just the USA (Kolata, 1989).
Two countries (Belgium and Finland) actually replace a male advantage with a female
advantage, a trend that runs counterto a strict interpretation of the hypothesis. Lastly,
two countries have different patterns of means. Israel, the only country in 1964 with a
female advantage, has a male advantage by 1981. And France's modest male advantage
20 years ago has strengthened over time.10

A further test of this notion of a decrease in gender differences in performance
over time is to see if this is related to a change in the relative status of adult males and
females over time. In other words, a general sociological perspective argues that as
females gain more status relative to men in a society, performance differences between
males and females decrease. We focus on changes in occupational status in all labor

9 The FIMS study was very similar to the SIMS in sampling, measurement and design. The
core test was 30 items longer in the FIMS so we calculated a mean percent difference for each
country.

10 In Israel this may be due to a sizable influx of Sephardic immigrants, since the early 1960s,
who are more tra fitional in their use of gender as a stratifying quality. The results for France may
be due to similar circumstances around increased immigration from Arabic socicties.
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cectors.11 Figure 1 plots the change in female participation in the workforce from 1960
to 1980 against the change in gender differences in 8th grade mathematics from 1964 to
1981 for the nine countries that participated in both international studies._

Most of the countries show the predicted relatiunship. Seven of the nine .ystems
are in the upper most quadrant of the graphic with increases in female labor force
participation associated w-th decreases in superior male mathematics performance over
two decades. The relationship, however, appears not be strongly linear. The small
sample of cases precludes standard tests of significance, but a non-parametric test of the
ranking of the two variables yields a statistically significant relationship between the two
vaiizbles. There arz, however, several outlier in Figure 1 worth noting. First, Sweden
sliows less of a decrease in performance differences than its relatively large increase in a
femvde labor force would predict. In part this may be due to the fact that the gender
diference in 1964 was, like the U.S,, already small. Secondly, both Israel and France go
«gainst the general trend by yielding an increasing male acvantage in performance from
1964 to 1981.

Discussion

At the core of biological theories of gender perforinance differences on cognitive
tasks are assumptions about universal and consistent gender differenc_; in performance.
The basic approach that is often used while testing biological hypotheses relies heavily
on this assumption. Our results, however, provide little support for +-s central
premise. Gender differences in 8th grade mathematics are not universal, nor are they
uniform. There appears to be substantial variation by educaticzal system as to the size
and direction of gender differences. Many countries have no discernable differences and
in countries with differences, males do not always have the superior performance. And,
although there is some evidence to suggest that males do better than females on the
hardest of mathematical problems, this tendency is not universal, as a sizable group of
educational systems show no clear male advantage on these items.

1 We used various other sector combinations, such as non-agricultural, and found a similar
pattern of results as those reported here for the more general indicator of female participation in
all sectors of the aconomy.
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TABLE 4

Comparison of Gender Differences in 8th Grade Mathematics Between the First
International Mathematics Study (FIMS, 1964) and the Second International

Mathematics Study (SIMS, 1981).
Mean % ditference
Males - I emales
Country 19643 1981b
Belgiumc 6.43 275
England/Wales 5.36 115
Finland 4.07 4.10
France 4.29 7.10
Israel -3.00 263
Japan 5.3 0.10
The Netherlands 6.64 443
Sweden 2.57 0.01
United States 1.07 0.35
o Country Mean 3.94 091
Country Standard Deviation 239 345
T 215
(an 8
One-tailed test p= 032
a  Adopted from Husén (1967, p. 240), percentage estimated number
known of 70-item Core Test for population 1b.
b Percentage estimated number known of 40-item Core ‘Test.
¢ Belgium sample in 1964 is from the entire country, and the 1981
sample used here is from the Belgiun-Frerch proportion of the
country




Our analysis does not include informaticn about the main operative factors in
biological arguments on gender. We do not measure spatial ability, hormonal, genetic
or neurological effects and our results are not incompatible with a biological
interpretation that would suggest that underlying universal gender effects are masked or
enhanced in various situations. Our results do suggest though a fundamental task for
the Fiological approach. Namely, if there are biological effects, they must be measured
directly and their size relative to non-biological must be assessed. It is not enough to
assume that universal gender effects exist in mathematics pezformance at the 8th grade
on the basis of results from students in one educational system. And it is no* enough to
merely search for bioiogical factors that correl:te with gender as ar explanation for
assumed performance differences. Until all of these pieces are pulled together into a
1nified approach we will know little abcut the existence of bio'~=jcal influences on the
creation of gender differcnces in mathematical performance.

This variation in the pattcn of gender difference suggest that there are sizable
social influences in their creation. Our analysis has explored severa explanations for
these phenomena.

We have shown that schools are generally equaliturian in terms of boys' and
girls' access to training in mathematics at the 8th grade level. Contrary to a central tenet
of a social psychological approach, which suggests that the sexes are treated differently in
school and that boys are often favored, boys do not receive miore training in
mathematics. And in some systems girls actually receive more training on the average
than do boys. We do not have data on other central processes that make up the ‘nidden
curriculum” perspective. For instance, we do nct know if within classrooms, teachers
teach differently to female students than they do to male students and so forth. Nor do
we have measures on a host of other face-to-face processes which could be stratified by
gender, such as the effecis of guidance counselors for example (Fox, et al., 1979; Pietrofesa
& Schlossberg, 1977; Shafer 1976). But to the degree that our extensive easure of OTL
taps general access to mathematics, schools do not seem to favor boys by teaching them
more mathemavics than they teach girls.

Lastly, our analysis has yielded some evidence for a sociological perspective on
gender differences, although the data suggest that the sociological process is not as
general as it is often assumed to be. While societal level indicators of gender parity in
the labor force are generally related to gender difference in 8th grade mathematics

i0§




99

performance, other indicators of gender status are not related to performance
differences. The effects of gender status on performance seems to be domain specific. If
a society incorporates more women into the formal labor market, its students exhibit
less gender differences in school mathematics performance. But if a society incorporates
women into other domains, this may or may not effect gender differences in
performance.

Gerer status is not monolithic across all institutions within a society. Rules
about gender vary across institutions within the same society; and the degree to which
one institution is connected to another will shape how much or how little gender will
play a part in the roles under joint control of these institutions.

Schooling and the labor market are strongly connected in most societies. To the
degree that school is an institution of preparation for the work place, our findings verify
a sociological creation of gender performance differences. In systems in which girls have
more of an option to enter the labor force, their performance on mathematics is more
similar to boys. The social process »ehind this phenomenon is hinted at through our
analysis of the student's perception of parental encouragement to study mathematics.
Systems with more gender parity in parental encouragement are those with more
females in the labor market. Also gender parity in parental encouragement is related to
gender parity in performanca. In societies with labor force opportunities for both men
and women, parents encourage both their sons and daughters to st*.d 7 mathematics and
both boys and girls do this. These result. suggest that social opp »rt- _ities (or barriers to
opportunity) resonant down to performances of actors within so ial systems.

Further we found that, as a general modemnity kypothesis would predict, gender
differences in mathematics performance have decreased over time in nine educational
systems scattered around the world. This parallel earlier evidence to suggest that
gender has become less of a barrie: to access to mathematics and science instruction in
8th and 9th grade (Keeves, 1973).

The incorperation of women into a wider sphere of economic participation in
many societies has been the result of a number of processes, chief among these being the
expansion of schooling on a Western model a " the state's breakdown of traditional
modes of social stratification. Besides the economic benefits of this process (Benavot,
1989), the belief that its full adult population is a nation's chief economic resource has
become a standard political notion. Witness the recent publicity about the “crisis” ov.r
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the decline in American students who will enter scientific and technical training and
the calls for the expansion of training in these areas to a full range of students (Johnston
& Packer, 1987; Walker, 1988).

These kinds of processes seem tc filter down to the interests and actions of
individuzls. The fact that most of the nine educational systems for which we had
iongitudinal data exhibited dramatic declines in male advantages in mathematics in less
than 20 years indicates the potency of tnese social effects on individual behavior.

There are a number of reasons to be cautious about making too sweeping a
conclusion from our results as to their bearing upon central assumptions of theories of
gender effects on performance.

First, the SIMS data includes only one subject. Similar analyses should be done
for other academic subjects. Particularly those subjects, such as reading, for which girls
have been thought to I ‘e an inherent (or otherwise) advantage over boys (Maccoby &
Jacklin, 1974). This wou'd broaden a comparative treatment of gender effects. For
example, a sociological argument would suggest that a decrease in gender stratification
would also reduce gender differences in reading. Also, analysis of subjects that depend
on mathematical ability, such as science, should be done to verify the findings we report
for mathematics.

Second, we have concentrated only on 8th grade performance. A comparative
analysis should be done on other school levels. This is particularly important for
secondary schooling, for which a number of hypotheses ex’st about gender effects on
curriculum tracking and choice of subjects that can influence performance factors.

Third, in examining the assumptions behind sociological accounts of gender we
have focused on economic and general social statuses of women and men. Other
institutions need to be ccnsidered. For example, within schooling itself, certain
institutional arrargements can foster status parity or differences between the sexes
which could be hypothcaized to influence performance. These would include the
relative opportunities for technical training for males and females later in school and so
forth.

Fourth, although the SIMS sample of national educational systems is moderately
large (about 10% of all nations in the world), the sample was not as representative of less
developed countries and certain portions of the world (i.e., Latin and South America) as
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one would like. Gender efiects may be different in these systems, although we do not
know of any major arguments to suggest that these omissions would have greatly
changed the overall pattern of results. Also in some of the analysis we were forced to
use a reduced sample and thus had to give more weight to any ov*lying cases.

Additionally, the SIMS data does not contain all of the variables one would like
to have to analyze most "hidden curriculum” arguments. We only had a classroom
level estimation of access to instruction. Afthough this i; important, there is other
research to suggest that within classroom access can be stratified by gender (Hallinan &
Sorensen, 1987). Also, the data set is not as sensiive to a number of within country
variations from which one could pull collaborating evidence of the processes we have
looked at here (Schildkamp-Kiindiger, 1982; Theison, Achola & Boakari, 1983).

Aside from these caveats, these data and other IEA data sets are the best available
to assess academic performance comparatively. The careful standardization of test
items, the attempts to make each within country sample representative of schooling,
and the overall size of the number of students, teachers, classrooms and schools
involved lend credibility to any results derived from these data. Until there are better
data, these represent the best estimate that we have on the relative effects of gender on
similar mathematics tests around the world.

onclusion

How well do the central assumptions of the three general perspectives on gender
phenomena fare in light of our evidence on gender and mathematics performance
across 19 educational systems? We find mixed evidence for all three perspectives, with
some variation in the clarity of the evicence. Our findings are most damag‘ng to the
naivest of biological arguments and are most supportive of sociological perspectives if
they are modified to consider specific institutional effects. Although there is clearly
some kind of social psychological process at work here, a central assumption of a
"hidden curriculum"” perspective is not supported. We establish clear evidence of a
world trend in schools to give females access to mathematical training at the 8th grade.
Still, there are many unanswered questions within a general "hidden curriculum"
approach to gender ‘ratification within schools.

Perhaps most importantly, our results have demonstrated the advantages to
considering gender effects comparatively. Without this kind of perspective it becomes
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very difficult to consider a full range of hvpotheses. As we have shown, the lack of
comparative data has ied to the building of some theoretical perspectives on
unwarranted assumptions about how females and males perform cognitive tasks.

Most interesting is the evidence, particularly (he longitudinal results, suggesting
that sociological processes may lessen gender effects or: perfurmance. Until now these
processes have generally been left untested withir: the area of mathematical
performance. Being in one society versus another has ramifications not only for the
level of mathematics students master, but also for the level of gender stratification of
that knowledge.

Male superiority in mathematics performance in schools has decreased over the
last two decades, this trend seems to be -zlated to the greater incorporation of women
in‘o the labor market. It may also be rel~ted t the even larger process of citizen
formation and the incorporation of a modern notion of the individual (Ramerez &
Boli-Benuiet, 1988). This needs to be tested further.

This sociological evidence about the size and direction of gender differences in
educatio:al systems merits furiher comparative consideration. This evidence, we think,
#specially merits consideration by proponents of theories that assume that gender effects
on performance are only created by face-to-face or biological processes.
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APPENDIX A
Sample Size for Students and Classrooms for the Nineteen SIMS Educational Systems.
Student Classroom Male:Female

Country Sample Sample Ratio Sample
BFR 2086 105 1.14
BRC 2567 92 0.98
ENG 2678 416 0.85
FNL 4484 206 1.10
FRA 8778 365 0.77
HKG 5548 130 1.03
HUN 1753 70 0.93
ISR 3819 153* 1.04
JAP 7785 211 1.06
LUX 2106 107 0.97
NGR 1465 46 2.68
NTH 5500 236 1.04
NZL 5978 196 1.02
ONT €°22 213 1.0
SCT 1356 354+ 1.16
SWD 3585 186 1.10
SWz 904 25 0.86
THA 4030 99 1.08
USA 6957 250 0.93
Total 77,602 2681

*Number of teachers, not actual classroom count.
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Means and Standard Deviation for Female Status Variables
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Variable Mean Standard Deviation
Fertility Rate 24 14 ’
% Female Use Contraceptives 68.2 183 /
% Female 15-19 Married 74 88
# Female in ational Legislation 114 97
% Female Labor Force (1960) 327 78
% Female Labor Force (1980) 36.6 6.4
% Female industrial 239 84
% Female Service 45.7 72
% Female Agricultural 311 10.8
Gender Occupation
Segregation index 40.1 70
Ratio Female to Male Earnings 73.8 70

~—
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A MULTT-LEVEL MODEL OF SCHOOL EFFECTIVENESS
' IN A DEVELOPING COUNTRY

Marlaine E. Lockheed Nicholas T. Longford
The World Bank Educational Testing Service

INTRODUCTION

Although appropriate methods for analyzing hierarchically structured data
have been available since the early 1970's (Dempster, Laird & Rubin, 1977; Lindley &
Smith, 1972), application of these methods to educational policy decisions in
developing countries has been hampered by two important shortcomings: (a) the
absence of computationally efficient algerithms for multi-level analyais, and (b) the
lack of adequate data (sufficient cases at each organizational level). Recently, new
computational methods have been developed that address the first problem
(Goldstein, 1986; Longford, 1987; Raudenbush & Bryk, 1986), and data sets sufficient
for their application have been collected in a number of developing countries. This
paper applies one of the techniques to longitudinal data recently collected by the
International Association for the Assessment of Educational Achie ement (IEA) in
Thailand to answer three important questions for policy-makers: Which
characteristics of schools and teachers are associated with student learning over
time? To whai extent? And, are the differences among schools uniform across
different types of students, or are some schools more effective with certain types of
students?

The comparative effectiveness of schools, particularly the relative efficiency
with which alternative inputs and management practices enhance stadent
achievement, has become the center of a lively debate iir-the literature (see, for
example, Goldstein, 1984; Heyneman, 1986; Reynolds, 1985; Rutter, 1983; Willms,
1987). These issues have important implications for how governments and
international development agencies should allocate their limited resources—
whether they should concentrate on certain types of inputs (capital investment,
lowering class size) or should finance other: (instructional materials, teacher or
headmaster training, student testing). In the Uniied States and United Kingdom, the
debate was sparked by studies that claimed to identify gffective schools: those that
enhanced student achievement more than cther schools working with similar
students and material inputs (see Raudenbush, 1787, for a recent review). In
developing countries, research on school effectiveness has been limited; studies that
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have examined the effects of alternative inputs ca student achievement have not
taken into account the expiidtly hierarchical nature of the explanatory models and
data.

The “effective schools” issue has been fueled by controversy over
methodology, interpretation and data (for example, Sirotrik & Burstein, 1985). The
most important methodological issue is the use of inappropriate statistical models
for analyzing multi-level data. The argument concerns how behavior at one level
(e.g., classroom, scheol, district) influences behavior at a different level (e.g.,
students), and how to correctly estimate these multi-level effects.! Hierarchically
structured data are common in social research, because social institutions are
typically hierarchically organized, but commonly used statistical techniques for
dealing with related data may lead to biased estimates.2 In particular, it has been
established that, when observations within clusters on any stratum are more
homogeneous than those between clusters, using ordinary least squares (OLS)
regressions with such data can lead to biased estimates of regression coefficients in
unbalanced designs, and to substantially biased standard errors for these estimates
even in balanced designs. Most policy research entails the use of unbalanced designs,
and 50 a serious problem may arise when ordinary least squares regression estimates
are used for quantifying the effects from alternative inputs.

Proper analysis of multi-level data entails two distinct changes in thinking
about data. First, the demands of inherently hierarchical data, such as much
education data, nee. to be confronted at the conceptualization stage, so that sufficient
numbers of units at cach level are sampled (e.g., adequate samples of schools and
classrooms, in addition to sampling of students). Second, and more important,
hierarchical analysis requires a major shift in how problems of organizational effects
on individuals are viewed; instead of considering only effects of Jevels, effects on
relationships are also modelled. For exaraple, in education, certain school or
clessroom interventions may affect not only average student achievement, but also
lessen hypothesized correspondence between family background and student
achievement. Here are organization-level force serves to mediate individual-level
effect.

Until recently, most discussions of multi-level analysis have remained
theoretical, bounded by costs and computational requirements of existing analytic
tools. However, the debate has been energized by the recent development of new
analytic tools for analyzing multi-level data (Aitkin & Longford, 1986; Goldstein,
1986; Mason, Wong & Entwisle, 1984; and Raudenbush & Bryk, 1986). Although the
development of the general EM algorithm (Dempster, Laird & Rubin, 1977) provided
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a theoretically satisfactory and computationally manageable approach to covariance
component estimation in hierarchical linear models, it has seen limited application
in education policy research due to three shortcomings: slow convergence of the
algorithm, lack of suitable generally available software, and lack of understanding of
these techniques in the education research community. The new tools, by
comparison, offer computational algorithms for variance component analysis of
hierarchically strictured data that converge rapidly and require only a moderate
amount of computation in each iteration. The research described here utilizes the
software VARCL whick implements the Fisher scoring algorithm of Longford (1987)
to address important policy questions regarding effectiveness and efficiency of
education in developing countries.

To date, application of the new tools in education policy research has been
iimited to relatively few studies of schools in developed countries; to the best of our
knowledge, this is +he first such application to data from developing countries.
Other research on developing countries has demonstra’. hat school-level inputs
have significant effects on student achievement (for example, Fuller, 1987;
Heyneman & Loxley, 1983; Heyneman & Jamison, 1980; Lockheed & Hanushek, 1988;
Psacharopoulos & Loxley, 1986). However, previously employed analyses have not
addressed the problem of multi-level data and may have over- or underestimated
the importance of classroom, schoct and district-level effects, which are those that
governments and donors can best address.

DESIGN

Analytical Framework

This project makes an important methodological contribution by application
of multi-level models to estimation of school and classroom effects on student
achievement. The problem with ordinary least squares (OLS) estimates of school
and classroom effects have been discussed at lengti: by Aitkin & Longford (1986) and
Dempster, Rubin & Tsutakawa (1984). In st.ort, these problems arise from the nature
of typical data in educational surveys.

Educational surveys involve hierarchically structu.ed data~—~pupils within
classrooms, within schools, within administrative units or regions. Every classroom
(school, region) has its own id:osyncratic features that result from a complex of
influences, including composition, teaching practices and management decisions.
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As a consequence, observations on students (e.g., their outcomes) are not statistically
independent, not even after taking account of the available explanatory variables.
This presents a violation of the assumptions for ordinary regression (OLS). The
main problem is not so much with the estimates themselves as with tneir standard
errors, and adjustment techniques based on the “design effect” are not satisfactory for
complex regression models.

Variance component models are an extension of ordinary regression models;
the extension 1 fers to more flexible modelling of the variation. Pupils are
associated with (unexpiained) variation, but this variation has a consistent within-
classroom component, which itself has a within-school component, etc. Schools
vary, classrooms within schools vary and pupils within classrooms vary.

Consider the regression models for data with two levels of hierarchy (pupils j
within classrooms i):

O yjj=a+ bxij + czjj + eij

where a, b, ¢ are (unknown) regression parameters, x and z are explanatory variables,
y the outcome measure and the random term e is assumed to be a random sample
from N(O, s2). Variation among the classrooms can be accommodated in the
“simple” variance component model

Q@ Yij = a + bxjj + czij + ai + ejj

where the a's form a random samaple (i.1.d.) from N(O, t2) and the a's and ‘he e's are
mutually independent. The covarlance of two pupils within a cl..sroom is 2
(correiation t2/[r2 + s2]). If we knew the a's we could use them to rank the
classrooms. The model (2) has the form of analysi;, of variance (ANOVA), with
distributional assumptions imposed on the a's. The advantages of this assumption
are discussed by Dempster, Rubin and Tsutakawa (1981) and Aitkin and Longford
(1986). In the former reference the term “borrowing strength” in estimation of the
effects of small groups is usei. In addition, some schools may be more “suitable” for
pupils with certain backgrounds than others. This corresponds to variation in the
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within-sct:00! regressions of y on x and z, and this situation can be suitably modelled
as

Yij = & + bxjj + czij + ai + bixjj + tizjj + ejj,

or

@) yij=a + bxij + czij + aj + bixjj + ej,

The classrcom-level random effects (aj, bj) are assumed to be a .andom sampl. from
N2(0, $2); here S2 involves only 3 parameters. the variances of a and b and their
covariaice. Extensions to larger numbers of explanatory variables and to more
complex hierarchies are described in the literature (e.g., Goldstein, 1987; Longford,
1987; Raudenbush & Bryk, 1986).

The maximum likelihood estimation procedures for such models used in
this paper <. based on the computationully efficient Fisher scoring algorithm
(Longford, 1987) implemented in the software VARCL (Longford, 1985). It proviies
ectimates of regression parameters and (co-) vaziances, together with standard error
for them, and the value of the log-likelihood, which permits formal likelihood ratio
hypothesis testing.

The Sample
The IEA Second International Mathematics Study (SIMS} sample comprised

of 99 mathematics teachers and their 4030 eighth-grade students and was Jderived
from a two-stage, stratified random sample of classrooms. The thirteen primary
sampling units were the twelve national educational regions of Thailand plus the
capital, Bangkok Within each r2gion, a random sample of lower-secondary schools
was selected. At the second stage, a random sample of one class per school was
selected from a list of all eighth grade mathematics classes within the school. ‘fhe
resulting sample represented a 1% sample of eighth grade mathematice classrooms
within each region. This region, of course, does not distinguish between the school
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and classroom levels, and so only inference about the aggregate of these effects is
possible. .

At both the beginaing and end of the school year, students were administered
a mathematics test covering five curriculum content areas (arithmetic, algebra,
geometry, statistics and measurement). Teachers completed several instruments at
the posttest, including a background questionnaire and a general classroom process
questionnaire. Teachers provided information about teaching practices and
characteristics of their randomly selected “target” class. Data about the school was
provided by a school administrator. In the following sections, a description of each
of the variables analyzed in this paper is provided (see Lockheed, Vail and Fuller,
1987, for a more extended discussion); acronyms for the variables are given in
parentheses. For easier orentation, the acronyms for pupil-level variables are given
in capital letters and for group-level (reg ~n/school/classroom) variables in lower
case letters. This will be clear from Tables 1 and 2, which provide definitions and
summary statistics for all variables.

Measures

Mathematics achievement. The IEA developed five mathematics tests for use
in SIMS. One of the tests was a forty-item instrument called the core test. The
remaining four tests were thirty-five item instruments called rotated forms and
designated A through D. The five test instruments contained roughly equal
proportions of items from each of the five cuiriculum content areas, except that the
core test contained no statistics items. For purposes of this analysis we regard the
instruments as parallel forms with respect to mathematics content.

The IEA longitudinal design called for students to be administered both the
core form and one rotated form chosen at random at both pretest and posttest. In
Thailand, students were pretested using the core test and one rotated form. At
posttest, students again took the cote test and one rotated form, but were prevented
from repeating the rotated form taken at pretest. Approximately equal numbers of
students took each of the rotated forms in both administrations.

One goal of this analysis was to predict posttest achievement as a function of
pretest performance and of other determinants. Since students took the core form
twice, the core form posttest score reflects, to some degree, familiarity with the core

test items. Instead of using the core test, therefore, we analyzed scores obtained from
the rotated forms, after they were equated to adjust for differences in test length and

Jam
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Table 1: Variable Names, Descriptions and Means (Proportions)
" of Student-Level Variables for Three Data Sets

Variable Data Data Data

Name Set 1 Set 2 Set 3
Sample
Students 2076 2804 3025
Classroom 60 80 86
Student-Level Variables
XROT Pretest mathematics achievement score 9.15 8383 8.83
XAGE Age in months 170.94 171.05 171.09
XSEX Student sex (0 = female; 1 = male) .53 .53 53
YFOCCI Father’s occupational status:
Unskilled or semi-skilled worker 15 15 15
Skilled Worker 44 45 46
Clerical or sales worker 26 26 25
Professional or managerial worker 15 15 14
YMEDUC  Mother's educational attainment
Very little or no schooling .26 26 26
Primary school .58 58 58
Secondary school 09 O 09
College, university or some form of tertiary 07 07 06
HCALC Calculator at home (0 = no; 1 = yes) 31 - -

YHLANG  Uselanguage of instructionathome (0 =no; 1 =yes) .49 - -
YMOREED Educational expectation

Less than two years .08 .08 .08
Two to four yesars .30 31 30
Five to seven years 41 41 A1
Eight or more years 22 20 21
YPARENC Parental encouragement (1 = high) 212 2.10 2.09
Y?ERCEV  Perceived mathematics ability (1 = high) 4.05 4.05 4.05
YFUTURE Perceived future importance of mathematics (1 = low) 2.06 2.05 2.06
YDESIRE  Motivation to succeed in mathematics (1 = low) 547 547 547

difficulty. In this analysis, we used equated rotated form formula scores for both
pretest (XROT) and posttest (YROT) measures of student mathematics achievement.3
Student background characteristics. Basic background information about each
student included his or her sex (XSE ), age in months (XAGx), highest maternal
education (YMEDUC), paternal occ..; ational status (FOCCI), home language
(YHLANG) and home use of a four-functien calculator (YHCALC). Paternal
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Table 2: Variable Names, Descriptions and Means (Proportions)
of Group-Level Variables for Three Data Sets ;
}

Variable Data Data Data
Name Set 1 Set 2 Set 3
Sample

Students 2076 2804 3025

Classroom 60 80 86
Student-Level Variables
SPCI81 District per capita income (in 1000 bahts) 12.94 1297 . .
SENROLT Number of squdents in school (in 1000) 1.27 144 141
SSTEAM  Ability groupings for instruction (0=n0; 1=yes) 46 47 -
SDAYSYR Days in school year 195.04 - -
SPUTEAR  Pupil-teacher ratio in school 14.86 1581 15.93
SQUALMT % of teachers in school qualified to teach math 57 62 62
TECMATH  Semesters of post-secondary mathematics 3.95 - -
TSEX Teacher sex (0 = female, 1 = male) .33 37 -
TAGE Teacher age in years 29.04 - -
TEXPTCH  Years of teaching experience 7.25 - -
TNSTUDS  Years of students in target class 43.61 4261 -
TMTHSUB Math curriculum (O=remedial or normal, 1=enriched) .22 .20 18
TXTBK Frequent use of textbook (0=no; 1=yes) .55 .56 58
CEFEED Frequent individual feedback 215 - -
TWORKBK  Use of published workbooks (0=no; 1=yes) .85 .83 81
TVISMAT  Use of commercial visual materials (0=no; 1=yes) 34 40 -

TADMIN1  Weekly minutes spent in routine administration 26.84 - -
TORDER1  Weekly minutes spent in maintaining classorder  19.40 2027 20.33
TSEATI Weekly minutes students spent at seat or blackboard 53.76 5457 -

occupation was classified into four categories; (a) unskilled or semi-skilled worker,
(b) skilled worker, (c) clerical or sales worker, and (d) professional or managerial
worker. Highest maternal education was also classified into four categories: (a) very
little or no schooling, (b) primary school, (c) secondary school, and (c) college,
university or some form of tertiary eduzation.

&mdmﬁnnmslmm. Five indices of student attitudes and
perceptions were also included. Student educational expectations (YMOREED) were
measured by a single item that asked about the number of years of full-time
education the student expected to complete after the current academic year. 1he
following categories were defined: (a) less than two years, (b) two to four years, (c)
five to seven year. and (d) eight or more years. Parental encouragement
(YPARENC) was measured by a four-item index composed of responses on a Likert-
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type scale in which students described their parent's interest in, and encouragement
for, mathematics achievement. For example, for the item “My parents encourage
me to learn as much mathematics as possible; response alternaiives ranged from
“exactly like” the student's parents (= 1) to “Not at all like” the student's parent (= 5).
The four items comprised a single factor, with principal component factor loadings
ranging from .72 to .83 and communality of 2.43. A low score represented greater
parental support. Parceived mathematics ability (YPERCEV), perceived usefulness of
mathematics (YFUTURE), and motivation toward mathematics achievement
(YDESIRE) were all developed irom a factor analy=is of the student attitude survey,
which contained Likert-type items having response alternatives ranging from
“strongly disagree” (= 1) to “strongly agree” (=5). Factors were initially identified
through VARIMAX factor analyses, and then confirmed through principal
component analyses, from which factor scores were constructed. For YPERCEV, a
low value represents a positive attitude; for YFUTURE and YDESIRE a high value
represents a positive attitude.

School characteristics. Data on six school characteristics are analyzed in this
paper: (a) school size, as indicated by the total number of students enrolled in the
school (SENROLT), (b) presence of ability grouping (SSTREAM), (c) length of the
school year indays (SDAYSYR), (d) student teacher ratio in the school (SPUTEAR),
(e) percentage of the teaching staff qualified to teach mathematics (SQUALMT), and
district-level per capita income in 1981 (SPCI81).

Teacher characteristics. Four teacher characteristics are analyzed: (a) sex of
the teacher (TSEX), (b) remediai or typical versus enriched mathematics subject
matter (TMTHSUB), and (c) whether or not the teacher used textbooks frequently in
the class (TXTBOQK).

Teaching practices. Six variables referring to teaching practices are considered:
(a) providing feedback to students (a composite index of five elements of teaching
practice: commenting on student work, reviewing tests, correcting false statements,
praising correct statements, and giving individual feedback) (CEFEED); number of
minutes per week the teacher spent on (b) routine administration (TADMIN1), (c)
maintaining class order (TORDER1), (d) monitoring assigned seatwork (TSEAT1); (e)
using commercially produced visual materials (TVISMAT), and (f) using workbooks
(TWORKBK). In summary, the data contain information on 32 variables about 4030
pupils from 99 schools. Of the 32 variables, 13 are student characteristics, 5 variables
refer to the school, 4 to the teacher, 9 variables are defined for the classroom, and one
variable is a characteristic of the district (catchment area). The distinction between
variables defined for pupils and for classrooms/teachers/schools (henceforth groups,
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since they are confounded in the design) is important because they play different
roles in explanation of variation. Also, it should be noted that the complete data set
consists of 13*4030 + 1999 = 54,271 units of data, although conventionally it would
be concrived, and stored on a computer, as a data set with 32°4030 = 128,960 uaits of
data. The data contain relatively more information about the groups (19 variables
for 99 units) than for the pupils (13 variables for 4030 units). Arguably, group-level
variables are also more reliable, because they refer to school or teacher records, and
are responses from adult professionals, whereas the responses of pupils are subject to
test-performance variation, recall of family circumstances and arrangements,
variable interpretation of the questionnaire items, and so on. Also pupil-level
variables, e.g., SES or XROT, have a large group level component of variation;
groups vary a great deal in their composition (means, standard deviation, etc.) of
these variables. Hence, not only the 19 group-level variables, but also to some extent
the 13 pupil-level variables potentially explain group-level variation among the 99
groups, whereas only the 13 pupil-level variables can explain some of the puril-le el
variation of the outcome scores of 4030 pupils.

RESULTS

The response rate for the 13 pupil-level variables is between 93-100 percent.
There is no obvious pattern of missingness among the pupils; complete pupil-level
records ».-e available for 3466 individuals (86%). The group-level data are available
for between 78-99 schools, but only 60 schools have complete records, and within
these schools only 2076 pupils also have complete pupil-level data (51.5%).

Our intention is to carry out a multiple regression analysis of the data, and
seek a linear prediction formula for the po.ttest scale score (YROT) in terms of the
Pretest scale score (XROT) and 2 suitable subset of the 30 other (explanatory)
variables. For a modsl which involves a given set of variables we would use the
data on all pupils an schools, for whom all the responses on the variables in the set
are available (listwise deletion). Thus for a smaller, more parsimonious, set of
variables we have a larger sample of pupils and schools.

Our general strategy in this modelling approach is as follow: we start with the
data set obtained by listwise deletion with respect to all variables (2076 nupils in 60
schools), it regression models to this data set, apply a conservative criterion {to be
specified below) to exclude variables from the obtained regression formula, thus

| s
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construct.ng a restricted set of explanatory variables. For this restricted set of
variables (including the outcome YROT) we apply listwise deletion, which leads to a
larger sample of pupils and schools. For this new data set we again fit regression
models, simplify the regression formule, if possible, and continue on until no
further reduction of the set of variables, and extension of the data set obtained by
listwise deletion , is possible.

Usually it cannot be assu'ned that the unavailable data are missing at
random, i.e., the distribution of a variable among the pupils from whom we obtain
valid responses is similar to the distribution among the pupils whose responses are
not available (missing). In educational surveys, typically, higher ability pupils, those
with higher social status, etc., tend to have higher response rates, implying bias in
estimates «f certain population means, as well as in regression coefficients obtained
from simple regression. Missingness at random is an unnecessarily stringent
criterion for ensu..ng that omission of the subjects with missing data has no effect
on the results of a regression analysis. it is sufficient to have conditional
randomness, given the explanatory variables. It means that for any combination of
explanatory variables the distribution of the outcome among the pupils in the
sample is identical to those excluded from the sample by the listwise deletion
procedure. Intuitively, such an assumption becomes less stringent the more
explanatory (conditioning) variables are used. On the other hand, a larger set of
explanatory variabies implies a larger proportion of subjects whose data are not used
in the analysis.

An indication of the extent to which the criterion of conditional randomness
is relevant can be deduced from comparisons of model fits for two different samples:
the maximal sample obtained by listwise deletion with respect to the set of
explanatory variables used in the considered model, and the sample obtained by
listwise deletion with respect to a more extensive, or complete, set of explanatory
variables. In a few of such comparisons, reported below, we found a close agreement
in several pairs of such analyses.

Variance Component Models

The hierarchical structure of the data, with pupils nested within groups,
requires a form of regression analysis which takes into account the two separate
sources of variation. Separation of the variation due to pupils and due to
schools/classrooms is also of substantive interest, because the latter is a measu:e of
the size of unexplained differences among the schools/classrooms.
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Relevance of variance component methods for analysis of data with
hierarchies has been established by Goldstein (1986), Raudenbush and Bryk (1986 and
Aitkin and Longford (1986); they address the previously-mentioned problems with
the use of the ordinary regression methods when the assumption of independence
of the observations is not satisfied.

Yariance comyonent models compared with OLS. Variance component
methods involve the explicit modelling of the student :nd group variation, and
afford flexibility of modelling of the group variation, which cannot be allowed for in
ordinary regression. The specification of a varinnce component model is necessarily
more complex than for the ordinary regression. In standard situations, first the list
of the regression variables involved in explanation of the outcome for a typical
(average) group has to be declared, and then a sublist of this list should be declared,
which contains the variables for which the within-group relationships vary from
group to group. The full list of variables, referred to as the FIXED PART, is
analogous to the list of the explanatory variables in ordinary regression. The sublist
(RANDOM PART) may contain only pupil-level variables, which are not constant
within all the groups, because within-group regression coefficients on group-level
variables cannot be identified.

Variance component models involve two kinds of parameters. The fixed
effects parameters refer to the regression relationship for the average group. Their
interpretation is analogous to the regression parameters in the ordinary regression.
The random effects parameters are variances and covariances that describe the
between-group variation in the regression relationship. Of prime interest are the
sizes of the variances. Zero variance of a regression coefficient corresponds to
constant relationship across the groups. In order to obtain information about the
variation we require, in general, a substantially larger number of pupils and groups
than for the regression parameters. We can therefore expect to find a small random
part, containing only a few variables, as a sufficient description of the variation,
whereas the ‘ixed part may contain most of the available explanatory variables.

C:1ie important aspect of the separation of the two sources of variation is in
distinguishing between pupil and pupil-level variation. This comes out very clearly
in the following examples: it turns out that we have abundant group-level
information, ie., a good description of the between-group variation, but a much
larger proportion of the student-level variation remains unexplained.

To fix ideas, we consider first a specific model
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Yij = €k :tzj,k bk + dj + ejj

where the indices i=1, .., nj=1, .., N2, k=1, .., K, represent the pupils, groups, and
the variables,:~spectively. The b's are the regression parameters, and the d's and e's
are the group- and pupil- level random effects, and are assuined to be independent
random samples from the normal distribution with zero means and variances s2

and t2. In analogy with the ordinary regression we can define the R2 as the
proportion of variation explained as

R2=1-(32+t2)/(s2 raw + 12 raw),

where the subscript “raw” refers to the variance estimates in the “empty” variance
component model

Yij=m + dj + ¢jj

It is advantageous, however, to define two separate R2's which refer to the
two levels of the hierarchy:

sz =(1-32)/s2raw

Rg2=(1- 3/Praw

for pupils and groups, respectively.

Example 1: Ordinary regression. In the present analysis, for a data set
obtained by listwise deletion with respect to a set of variables considered below (3136
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pupils in 88 schools) we have for the simple regression of posttest (YROT) on pretest
(XROT):

szw.szw

E{YROT] = 4.892 + .818 XROT
(.015)

82=4256,

and soR2 = 1-32/82 10, = 486,

The standard errors for the regression estimates will be given throughout the
paper in parentheses in the line below the regrzssion parameters. For example, .015
above is the standard error for the regression coefficient on XROT, .818. The
corresponding t-ratio is .818/.015 = 54.5. in this model, identification of pupils
within schools is completely ignored, and the pupils are assured to be a randomly
drawn sample from the population of all pupils in a given grade in the country. A
pupil with a given pretest score X is expected to score 4.892 + .818X on the posttest
administration. This pupil would be, however, likely to have a score quite
substantially different from this prediction, because the variance of all the pupils
with a given pretest score is s2 - 42.56 (standard deviation — /42.56 = 6.5). The
prediction is still a marked improvement if we only used the overall mean of the
YROT scores, 12.2, ar a prediction for the pupil. Then the standard deviation would
be9.1 /8280,

Since in future text it will be clear from the context whether the paremeter or
its estimate is meaat, the "A" notation will be abandoned.

Example 2: (Simple) Variance component model:

Yij =ms+ dj + &jj
82raw = 55.56
tzmw =25.656

. ERIC 131
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The variation of posttest scores has a substantial group-level component; the
variance component ratio is r = 25.65/81.21 = .316. The variance compcnent
regression model is given as:

E[YROT]=5.841+ .699 XROT
(.018)

32 = 38.55
t2=4.78,

and so we have RZ = 1 - 43.44/81.21 = .466, ard

sz = 1 - 38.55/55.56 = .306
Rgz =1- 4.78/25.65 = 814,

Thus, if we make allowance for the within school homogeneity of the posttest
scores, we obtain a prediction formula for the posttest score (Y = 5.841 + .699X) that is
substantially different from the OLS regression obtained in Evainple 1. Note also by
how much the school-level variation has bezn reduced. Table 3 presents the
comparison between the simple OLS and simple variance component models.
Clearly the latter extension of the R2 for variance components is more informative.
The pretest score XROT is a powerful predictor of the posttest score YROT. But
whereas it expiains more than 80% of the variation among the groups, the
proportion of the pupii-level variation expiained is only 30%. The school-leve!
variation in the outcome scores reflects the pretest score to a great extent. Some of
the remaining within-group variation may be explained by the other explanatory
variables, but they are not likely to have as dominant an effect as the pretest score.
The variation associated with the testing and scoring procedure, which could be
demonstrated in an experimeri with repeated administration of the test, use of
alternate fores, etc., will remain as a con:ponent of the pupil-level variation. Thus,
whereas group-level variation can potentially be reduced to 0, pupil-level variation
has a component that cannot be explained bv any explanatory variables. In ideal
circumstances (and in our case, almost) we can explain completely why "how schools
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Table 3: Comparison of OLS and VCS Models
of Grade 8 Mathematics Post-Test Predicted From Pretest,

Thailand 1981-82
— Method
Model OLS VvCS
Empty model
oaw 82.80 55.56
°7uw - 25.65
Regression model
Intercept 4.892 5.841
Coefficient 0.818 0.699
St. error coeff. 0.015 0.018
o? 4256 38.55
2 - 4.78
R2 0.486 -
Rp? - 0306
Rg? - 0.814

vary; the variance of schools in the later models is very small. But pupil-level
variation cannot be completely explained; there will always be the unexplained (and
in our case unidentifiable) within-pupil variation. Since every pupil provides only
one outcome score, the within-pupil and withiz roup variation cannot be
separate..

The raw variance component ratio is .316, but for the model with the pretest
score the ratio drops to .110. If pretest score is ignored, groups appear to have
substantial differerices. But schools appear to be much more similar (homogeneous)
once we take account of the pretest scores, i.e., they are much more similar in the
way they “convert” initial ability into outcome.

If a greup-level explanatory variable were added to the regression model, it
would result in 1 reduction of only the group-level variance, which has already been
substantially reduced. Therefore there is a limited scope for important group-level
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explanatory variables. By co.nparison, among the pupil-level variables there may be
ones that explain a great deal of the remaining pupil-level variation.

Inclusion of a pupil-level variable in the regression model will cause a
reduction of both the pupil- and group-level variances. The relative sizes of the
reductions of the twn variances will depend on how the variation of the explanatory
variable decomposes into between- and within-group variance. Hence the
potantially most important pupil-level explanatory variables are those with little
between-group variation.

Example 3: Variable slopes model. The variance component model discussed
above can be further generalized to the model which aliows variable slopes on the
pretest:

Yij= by + b1 Xjj +doj*' d1j(xij- x) + sty

where (doj, d1j) form a random sample from N(O, Sd) and e's are i.i.d. N(©, 02). The
maximum likelihood estimates for this model are:

bp= 5832
b= .687(019)
s2= 38.367
€= 4.947
1 (‘35 oous)

The software VARCL used for maximum likelihood estimation in variance
component models 2stimates the square root of the variances in Sd, and produces
standard errors for these estimates:

Sq11= 224 (202)
Sa22= 0645 (0338)
S412= 0805 (.0311)

The value of the deviance (-2 log-likelihood) is 20496.3. Using the
conventional t-ratio we conclude that the slope-variance Sd,22 is not significantly

different from 0, and so we can adopt the simple variance component model. More
formally we can use the likelihood ratio test for comparison of the two variance
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component models. The deviance for the simple model is 20499.9, 3.6 higher than
for the model with variable slope. The simpler model is obcained from the latter
madel by coxstraining to zero the slope variance Sd,22 and the slope-by-iatercept
covariance Sq,12. The fitted correlation of the slope and intercept is .56; the variance
matrix Sq is non-singular. Constraints on the two parameters (degree of freedom)
have led to an increase of the deviance of only 3.6 (to be compared with the clu-
square tables of critical values for 2 d.£.), and hence we can declare that we have
found insufficient evidence for variable slope of the posttest on pretest among the
schools. ‘The differences among the schools, described by the variance t2 in the
simple variance component model, are substantial, and statistically significant; the
formal likelihood ratio test for the hypothesis that t2 > 0 is obtained by comparison of
the deviance of the ordinary regression and the simple variance component models.
Tke ordinary regression deviance (-2 log-likelihood, not the same as the residual
sum of squares!) is equal to 20662.6, 162.6 higher than the deviance for the simple
variance component model (chi-square with 1 degree of freedom). Also the t-ratio
for t2 is larger.

Making inference about variable relationships is uf substantive importance in
school effectiveness studies. Schools are expected to vary in their performance, after
accounting for differences in the initial ability of the pupils, but other more complex
patterns of between-school variation may arise: Schools may be relatively more
cuicessful in teaching children with certain background characteristics, they may
cither exaggerate, or reduce differences among the pupils at enrollment.

Variable relationships are intimately connected with variance heterogeneity.
For illustration, we consider the variable slope model discussed above. The fitted
variance of an observation is

38.367 + 4.947 + 2*(XROT - 8.912,*,08054 + (XROT - 8.912)Z * 00416;

it is a quadratic function of the pretest. The minimal variance occurs for XROT =
8.912 - .0805/.0042 = 10.45, and is equal to 41.75. Only two pupils in the whole sample
have scores lower than XROT". Larger values of the explanatory variable XROT are
associated with larger variance. For XROT = 9 (near the mean) the fitted variance is
43.33, and for XROT = 30 (near the sample maximum) the fitted variance is 48.56. It
would appear that for low-ability pupils the choice of the school they attend is
slightly less important than for high-ability pupils. We have to bear in mind,
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though, that we are dealing with an observational study, not with an experiment,
and in reality pupils, or their parents, do not exercise completely free choice over the
school. Thus a causal statement, or a prediction about a future manipulative
procedure, can be made only under the condition that all the other circumstances in
the educational system remain intact. This is usually a very unrealistic as:umption.,

Comparison of models. The comparison of the regression relationship (fixed
effects) is instructive. We have

1. Ordinary regression:
E[YROT]= 4892= 818*XROT
(.015)

2. Simple variance component model
E[YROT =5.841 + .699*YROT
(017)

3. Variable ¢lopes
E{YROT] = 5.832+ .687°XROT
(019)

The estimate of the regression coefficient on XROT in ordinary regression is
substantially different from the estimates in the two variance component models.
Ignoring the hierarchical structure of the data would lead to different conclusions,
say, for prediziion of posttest *YROT) from pretest (XROT). In other words, whereas
the OLS estimate could be interpreted to mean that each point on the pretest is worth
.8Z points on the posttest, the VCS estimate more accurately places tlis value at .69
points.

Multiple Regression Models
The purpose of this <~ction is to obtain the most parsimonious simple

variance component model of gra-e 3 mathematics learning in Thailand, given the
available data.

'a)
’30
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We proceed as follows. First we fit the simple variance component model
using the largest data set obtainable by listwise deletion with respect to a given set of
variables. Second, we apply an exclusion criterion, defined below, to eliminate
variables from the model, creating a new model, and then we fit this new model on
the same data. These three steps are repeated, with listwise deletion with respect to
the restricted set of variables, until no more variables can be eliminated.

Regression with all the variables. We begin with fitting simple variance
component models (VCS), i.e., models involving no variable slopes, to the data set
obtained by listwise deletion with respect to all the available ariables. This data set
contains 2076 pupils in 60 schools.

The ordinary regression fit (OLS) of the posttest on pretest is

E[YROT] = 4.882 + 817*XROT, s2=4220,
(017)
which is in close agr~>ment with the OLS fit reported above for a larger data set (3136
pupils in 88 schools). The corresponding simple variance component model fit is:

E[YROT] = 5.670 +.720*XROT
(.020)

s2=38.79
t2=4.02

Compared to the larger data set, we find some discrepancies: the fitted regression
slope for the smaller data set is higher (.720 vs. .699), and the group-level variance is
smaller (4.02 vs. 4.78). Variation of the slope on XROT is not significant in either
sample, but it is two-and-a-half times as great as the larger data set (.00416) than in
the smaller one (.00166). It appears that the 28 schools added to the data are more
likely to have lower regression slopes, and contain proportionately more extreme
schools (very “good” or very “bad”), because the larger sample has larger group-level
variance t2. We emphasize that all these differences may arise purely by chance,
rather than as 2 7. it of non-random missingness of data, but they can have a
substantial effect cx. the inferences drawn.
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The OLS and VCS model estimates for the 2076/60 data using all the
explanatory variables are given in Display 1. The dominant explanatory power of
the pretest score XROT is obvious, judging not only by the t-ratio for its regression
coefficient (32.38 for OLS and 30.80 for VCS), but also by the comparison of the
variance component estimates across models. The raw variance component
estimates are:

Sraw 2 =57.30
traw? = 2282

The pretest score XROT on s own leads to reduction of these variances to 38.79 (Rp?
= 32%) and 4.02 (RgZ2 = 86%), but the other 30 variables reduce the pupil-level
variance only marginally (to 36.8, sz - 36%). The group-level variance is almost
saturated (1.32, Rg2 = 955%). It appears that we have abundant information about
the groups, but we are less successful in expl ation, or suitable description, of pupil-
level variation.

The relative'v large number of group-level variables raises the concern akout
multiccllinearity, i.e., competing alternative descriptions of the data. To deal with
this probiem we apply a conservative criterion for exciusion of explanatory variables
from our models. We regard a variable as not “important” for the fixed part of the
VCS model, if the t-ratio of its regression coefficient is smaller than 0.9 at the first
stage of model reduction and 1.0 thereafter. In the first round of simplifying the
model, we use the 0.9 criterion to exclude two pupil-level variables (HCALC and
YHLANG) and six group-level variables (SDAYSYR, TECMATH, TAGE, TEXPTCH,
CEFEED, and TADMINT1) from the full list of 31 variables.

Second model. Next we estimate a VCS model fit with this shorter list of 23
variables. The results are shown in Display 2. Exclusion of these variables (8 deg rees
of freedom) has virtually no effect on the retained regression parameters and their
standard errors (compare Displays 1 and 2; the exception is TVISMAT, which now
fails to meet the inclusion criterion), and the increase in the variance components is
only marginal in particular for the group-level variance. The Cifference in
deviances is 3.3 (cg2).

Then we obtain the largest data set obtainable by listwise deletion with respect
to the retained variables; this yields data for 2804 pupils in 80 schools. We then
compute the variance component analysis for th™ data set; results are given in

AN
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Display 1: OLS and VCS Model Estimatr s for 2076 Students and
60 Classrooms/Schools Using All 31 Explanatory Variables,

Thailand 1981-82

oS VGS
Variable Estimate St. Error Estimate  St. Error_
GRAND MEAN 18.603 - 19.717 -
XROT 680 021 647 021
XAGE -.080 016 -.077 016
XSEX 732 301 .969 319
YFOCCI 174 431 .033 434
-.631 462 -.646 460
-.178 541 -.239 542
YMEDUC 021 327 -.039 .325
-.129 562 =157 .556
-.686 661 -.899 663
HCALC -120 310 -.217 309
YHLANG 203 315 012 341
YMOREED 1.087 546 1.074 541
1.570 545 1.537 541
1.638 593 1.610 589
YPAREBC 225 137 .249 136
YPERCEV -.980 160 -1.020 161
YFUTURE 574 .168 526 167
YDESIRE 277 236 228 233
SPCI81 061 042 .073 .060
SENROLT 422 263 417 .386
SSTEAM -.426 358 -.501 512
SDAYSYR -.006 020 -.010 029
SPUTEAR -.152 051 -.170 075
SQUALMT 1.023 342 .1.029 494
TECMATH -.035 .037 -.044 .053
TSEX -.580 336 -.619 481
TAGE 009 .032 -.001 046
TEXPTCH 014 043 .038 064
TNSTUDS 035 018 .039 .025
TMTHS:IB 1.725 432 1.941 628
TXTBOOi< 1.602 338 1.650 490
CEFEED .148 203 .209 296
TWORKBK -1.104 218 -1.124 314
TVISMAT .380 331 461 480
TADMIN1 -.003 004 -.003 .006
TORDER1 -.037 012 -.039 016
TSEATI o .005 .011 007
Variance 38.031 63357 - -
Pupil-level Variance - 36.809 -
Pupil-level Sigma - 6.067 -
Group-level Variance - 1.317 -
Group-level Sigma - 1.148 0192
Deviance 13424.947 -

13




Display 3. We see that the regression coefficients for the pupil-level variables are
stable across the data sets (compare with Displays 1 and 2), but for the group-level
variables there are substantial discrepancies. The-- are tvn separate, but possibly
complementary, explanaticns for these discrepancies: multicollinearity and non-
random missingness of data. Multicollinearity would cause the regression estimates
to be sensitive to changes in the data, in our case to inclusion of over 700 new
observations. As an alternative, the discrepancies could arise as a result of the non-
random missingness in our data, i.e,, if the two data sets have genuinely different
regression characteristics. A suitable indication, though not a fool-proof check, for
the latter possibility is obtained by fitting of models with identical specifications for
the different “working” data sets. We have fitted the reduced second model (Display
2) to the larger data set (Display 3), and although different values of the group-level
regression coefficients were obtained, it turns out that the reduced list of variables
also provides an adequate description for the data (as judged by the likelihood ratio
criterion). The pupil-level regression coefficients differ only marginally.

We conclude, therefore, that multicollinearity is the more likely cause of the
discrepancies in the estimates; we have too many group-level variables, and so the
parameter estimates are subject to large fluctuation with small changes in the dala.
The explanatory variables provide sufficient conditioning for the outcome data to be
missing at random given the available explanatory variables.
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Display 2: OLLS and VCS Model Estimates for 2076 Students and
60 Classroom/Schools Using 23 Explanatory V ariables,

Thailand 1981-82

_OLS Yo
Variable Estimate St. Error Estimate  St. Error
GRAND MEAN 18.118 - 18.370 -
XROT 685 020 .650 021
XAGE ~.080 016 -.076 016
XSEX 723 299 958 318
XFOCCI 118 426 033 432
-.621 457 -.651 457
-139 538 -212 541
YMEDUC 037 326 -.028 325
-.068 559 -115 858
-.604 656 -.855 660
YMOREED 1.115 545 1.083 540
1.568 545 1.521 540
1.666 591 1.609 589
YPARENC 238 137 .255 135
YPERCEV -970 .160 -1.010 161
YFUTURE 570 .168 526 167
YDESIRE 287 235 234 233
SFCEB81 .050 .038 058 056
SENROLT 509 251 540 373
SSTEAM -441 324 -.503 472
SPUTEAR -178 046 -.198 068
SQUALMT 1.062 327 1.090 4350
TSEX, -518 314 -.536 460
TNSTUDS 036 017 .038 025
TMTHSUB 1.802 409 2.094 604
TXTBOOK 1.649 315 1.673 463
TWORKBK -.1028 204 -1.039 300
TVISMAT 368 322 393 473
TORDER1 -.040 010 -.043 014
TSEAT1 010 005 on 007
Variance 38.108 6.173 - -
Pupil-level Variance - 36.855 -
Pupil-level Signa - 6,071 -
Group-level Variance - 1.351 -
Group-level Sigma - 1.162 191
Deviance - 13,428.295 -
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Display 3: OLS and VCS Model Estimates for 2804 Students and
80 Classrooms/Schools Using 23 Explanatory Variables,
Thailand 1981-82

(0. 5:) V&
Variable Estimate St. Error Estimate  St. Error
GRAND MEAN 17.659 - 17.314 -
XROT 699 017 634 019
XAGE - 079 014 -.073 014
XSEX 746 251 1.103 271
YFOCCI 197 363 101 367
-403 389 -.458 386
089 458 .085 458
YMEDUC 306 279 .293 276
088 465 142 458
-018 567 -309 566
YMOREED .861 476 .786 467
1.086 475 1.015 468
1.617 519 1.542 512
YPARENC 388 118 375 116
YPERCEV -.1083 137 -1.131 136
YFUTURE 576 142 533 141
YDESIRE 493 201 439 .198
SPCI81 -.029 .033 0.035 .057
SENROLT 437 187 481 33
SSTEAM -417 275 -422 473
SPUTEAR -.095 032 -110 .058
SQUALMT 0698 246 784 429
TSEX -.038 266 014 463
TNSTUDS 012 014 020 023
TMTHSUB 1.836 344 2.398 593
TXTBOOK 948 266 978 461
TWORKBK -.0.500 167 -.499 291
TVISMAT 353 269 .363 468
TORDER1 -.024 008 -.027 013
TSEAT1 005 004 .006 006
Variance 37.949 6.160 - -
Pupil-level Variance - 35.868 -
Pupil-level Sigma - 5.989 -
Group-level Variarce - 2.285 -
Group-level Sigma - 1512  0.174
Deviance - 18088.395 -
490
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According to our exclusior criterion (t-ratio < 1) we now deletz from the
fixed part of the model the following six group-level variables: SPCI81, SSTREAM,
TSEX, TNSTUDS, TVISMAT, and TSEAT1.

Third model. As before, we estimate this model with both smaller and larger
data sets. For the former, OLS and VCS model estimates for this reduced list of
variables are given in Display 4; the same schools and pupils are involved as for
Display 3. For the latter, 3025 students in 86 schools, we fit the reduced model (17
variables). The results are given in Display 5. Again, the difference in deviances @3.5,
c62) is small. The effects of non-random missingness can be checked by comparison
of the estimates in Displays 4 and 5. Applying our exclusion criterion to the
variables in this model, we find that no further reduction of the list of explanatory
variables is now possible.

We note that, owing to the relatively small number of schools, the
appropriate conclusion about the 14 group-level variables is that we “have found
insufficient evidence” of a systematic effect of these variables, rather than”our
analysis disproves their effects”. Also, a different modelling scheme could lead to a
different “minimal” set of important explanatory variables. Because of collinearity,
there may be a set of alternative regression formulas that give a model fit which is
not substantially inferior to the one given in Display 5, in terms of the deviances. A
summary of the results of these analyses is provided in Table 4.
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Display 4: OLS and VCS Model Estimates for 2804 Students and
80 Classrooms/Schools Using 17 Explanatory Variables,

Thailand 1981-82
(0, 5] \'(6:]
Variable Estimate St. Error Estimate  St. Error
GRAND MEAN 17.321 - 17.694 -
XROT 704 017 635 018
SAGE -.077 014 -.073 014
XSEX 676 247 1.086 270
YFOCCI 181 357 .085 .365
-419 387 -465 .385
105 455 .082 457
YMEDUC 293 .280 .288 276
112 465 154 458
014 563 0.297 564
YMOREED 869 476 .786 467
1.128 476 1.027 468
1.666 520 1.560 512
YPARENC 393 117 377 116
YPERCEV -.1.076 137 -1.130 136
YFUTURE 592 142 537 141
YDESIRE A77 .201 431 197
SENQOLT .285 164 367 .289
SPUTEAR -.074 030 -.094 054
SQUALMT 808 239 .880 427
TMTHSUB 1.950 329 2.562 576
TXTBOOK 948 259 .946 458
TWORKBK -433 160 -A02 284
TORDER1 -.022 006 -.024 010
Variance 38.065 6.170 - -
Pupil-level Sigma - 35.871 -
Pupil-level Variance - 5.989 -
Group-level Variance - 2429 -
Group-level Sigma - 1.558  0.176
Deviance - 18091.983 -
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Display 5: OLS and VCS Model Estimates for 3025 Students and
86 Classrooms/Schools Using 17 Explanatory Variables,

Thailand, 1981-82

QS e
Variable Estimate St. Error Estimate  St. Error
GRAND MEAN 17.238 - 17.536 -
XROT 695 017 .629 018
XAGE -.075 014 -.071 014
XJEX 658 238 1.053 260
YFOCCI 152 343 -.435 373
- 415 373 -.435 373
115 443 123 446
YMEDUC 371 269 343 265
056 449 073 442
066 .554 -.259 555
YMOREED 854 461 .755 453
1.195 459 1.064 452
1.703 .500 1.532 494
YPARENC 361 113 347 112
YPERCEV -1.140 132 -1.191 132
YFUTURE 614 137 .543 136
YDESIRE 484 194 459 190
SENROLT 27 160 .350 .279
SPUTEAR -.076 029 -.094 052
SQUALMT 847 232 .903 410
TMTHSUB 1.968 327 2.546 566
TXTBOOK 1.047 250 1.071 437
TWORKBK -434 157 ~417 275
TORDER1 -.023 .006 -.025 010
Variance 38.271 6.186 - -
Pupil-level Variance - 36.138 -
Pupil-level Sigma - 6.012 -
Group-level Variance - 2.353 -
Group-level Sigma - 1.534 169
Deviance - 19537.962 -
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Table 4: Summary of Dispiays 1-5

OLS Variance 3R03 38.11 37.95 38.07 38.27
St. error 6.17 6.17 6.16 6.17 6.19
VCS Pupil-level Variance 36.81 36.96 35.87 35.87 36.14
Sigma 6.07 6.08 5.99 5.99 6.01
VCS Group-level Variance
For G. mean 1.32 1.35 2.29 243 235
Sigma 1.15 1.16 1.51 1.56 1.53
* St error for Sigma 0.19 019 0.17 0.17 0.17
Sample size
Pupils 2076 2076 2804 2804 3025
Groups 60 60 80 80 86
Modelling of group-level variation (random slopes and random differences)

Simultaneously with reducing the fixed (regression) part of the variance
component model for our data, we also need to explore extensions of the random
part in order to obtain a better descriplion of the group-level variation .nan the one
offered by the group-level variance. We have concentrated first on reduction of the
fixed part to a shorter list of explanatory variables because: (a) the school-level
variation is rather small, and (b) in the models with complex description of
variation, the fixed effect estimates and their standard errors differ very little from
the obtained so far (Display 5).

In the variance component models fitted so far (Displays 1-5) the within-
group regressions are assumed to be constant across groups, with exception of the
intercept (position) which has a fitted variance of 2.35. More generally, the
regression coefficients with respect to any of the pupil-level variables may be allowed
to vary across the groups. These variablcs, selected from the variables included in
the fixed part, form the random part of the model. The group-level variables are not
considered for the random part, because within-group regressic : with respect to
such variables cannot be identified.

Variance component models closely resemble the models for analysis of
covariance. The simple variance component models correspond to ANCOVA
models with no interactions of covariates with the grouping factor. The (complex)
variance component models with variable within-group regressions (slopes and/or
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differences) correspond to ANCOVA models with group x covariate interactions.
The difference between the variance component ard ANCOVA models is in the
emphasis on description of variation as opposed to differences among the groups
and in the assumptions of normality of the group effects in the former. The model
specification in both models is analogous:

a, list of covariates (fixed part),

b, sublist of covariates which have interactions with the grouping factor (random
part).

We now turn to modelling of the random part. For a continuous variable
included in the random part the within-group regression slopes with respect to this
variable are assumed to be randomly varying (and normally distributed) with an
unkno’ vn variance. For a categorical variable included in the random part the
within-group (adjusted) differences among the categories are normally distributed.
We can consider the 'stereotype' group, for. which the regression is given by the fixed
part model (the average regression), and the regressions for the groups vary around
this average regression. The deviations of the regression coefficients form a random
sample (i.id) from a multivariate ncrmal distribution. The components of the
vector of deviations (for a grenp) cannot be assumed to be independent, and so their
covariance structure has to be considered, but the variances of these deviations (or
random effects) are of main interest.

Data with only a moderate number of groups, as is the case in this analysis,
contain only limited information about variation, comparable to the limited
information about interactions in models of analysis of covariance. Information
about the covariance structure is usually even scarcer. Therefore, if a large number
of variances are included in the random part (and estimated as free parameters) we
can expect high correlations among the estimates—large estimated variances with
large standard errors. Also, the number of covariances to be estimated grows rapidly
with the number of variances, and many of the estimated correlations corresponding
to the e covariances are then close to +1 or -1. The variance matrix with these
variances and covariances is not of full rank, and the random effects are linearly
dependent. Therefore it is important to adhere to the principle of parsomony and
seek the simplest adequate description for group-level variation. In selection of
covariances to be estimated we use the guidelines set by Goldstein (1987) and
Longford (1987).

Although model selection for the random part involves only pupil-level
variables (inclusion/exclusion), it is more complex than the selection for the fixed
part because constraints can be imposed also on the covariances. The most general
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variance component model would invoive 17 variances (the number of regression
parameters in Display 5) and 17x16/2=136 covariances. Fitting such a mode! is clearly
not a realistic proposition, and so model selection has to proceed by building up the
random part from simpler to more complex models.

In model selection for the random part we have proceeded in the following
stages. For all the models we used the same fixed part as in Display 5. The estimates
and standard errors for the regression parameters differed very slightly from those in
Display 5 for all these models. The estimates and standard errors for the regrezsion
parameters differed very slightly from those in Display 5 for all these models. This
fact justifies post poc our appreach of first settling the fixed part and then proceeding
with modelling of the random parts. First we fitted models with one pupil-level
variable in the random part. Using the likelihood r:tio test to compare the fitted
model to the model with simple random part (Display 5) we selected the following
variables: XROT, XAGE, YDESIRE AND YMOREED

The first three variables are ordinal, and associated with one variance each.
The likelihood ratio (difference of deviances) fc+ each of the three corresponding
models was larger than 3. This is a very conse: . ative criterion, since we prefer to err
on the side of inclusion. There are two parameters - a variance (slope-variance) and
a covariance (slope-by-intercept covariance) involved, but they are not free
parameters since they have to satisfy the condition of positive definiteniess. The
distribution of the difference of the deviances is c22 if the correlation corresponding
to the covariance is smaller than 1 in modulus. The problem of negative variances
is resolved by estimating the square roots of the variances (sigmas).

Next we fitted the VC model with these four variables in the random part,
and simplified the random part by excluding variables and setting certain
covariances to 0. The variance associated with the variable XAGE was very small
(.00095) and its square root had a low t-ratio (.75), and so it could be constrained by 0
(excluded). That implies a constraint on all the covariances involving XAGE which
are also set to 0. The three remaining variables and the intercept are represented by a
6x6 variance matrix; 6 variances and 15 covariances, almost as many parameters as in
the fixed part. The fitted variance matrix is

A
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Intercept 2.581
XROT 0143 00558
YMOREED cat .191 .0388 812
cat3 519 0439 0621 1.032
cat4 384 0354 -.0241 261 1.032
YDESIRE .0863 -0127 -307 -303 -346 667

The decrement in deviance, compared with the VCS model (Display 5) is only 13,
hardly warranting addition of these 21 parameters in the model.

The software used provides standard errors for the square roots of the
variances (sigmas. diagonal clements of the matrix) and for the covariances. The
sigmas and their standard errors are:

YMOREED
Intercept  XROT cat2 cat3 cat4 ‘(DESIRE
Sigma 1.607 0747 901 1175 1.016 828
St. Error 176 0261 429 451 640 295

The standard error for the covariances involving XROT and categories of
YMOREED (rows 3-5 in column 2) are between .059 - .063 and for those involvin 3
YDESIRE and YMOREED (columns 3-5 in row 6) are .56 - .62. Each of these
covariances have a small t-ratio, and so they were constrained to 0 in the next model.
The following estimated variance matrix was obtained (the sigmas and their
standard errors are given to the right of the variance matrix):

Sigma  St. Error

2415 1.554 .162
0455 00390 0625 0313
0 0 (] 0 0

1136 0 0 1.788 1.337 341
740 0 0 1.157 1.424 1.193 514
304 -.0436 0 0 .0 830 M .260

The rank of this matrix is 4 (the two variance matrices given above are also
singular), and so it would appear that another variance parameter could be
constrained to 0. Howeve., the t-ratio for each of the sigmas is high, and oaly a
complex linear reparametrization of the variables included in the random part
would enable further model simplification. The variance matrix obtained provides
a description of group-lavel variation in terms »f 11 parameters, 5 variances and 6
covariances. But the differeace of variance of this model and the corresponding VCS
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model is only 11 (for 10 parameers). That provides further evidence of
overparametrization or collinearity in the random part. However, any atempt to
define a suitable model with fewer pcrameters wow_d necessarily involve some
unnatrually defined variables, which w ~l'" Yzem interpretation of the model very
difficult.

Variation in the slope of XROT provides evidence of unequal ‘converison' of
ability at the beginning of the year into ability at the end of the year. Such a
conclusion is appropriate only subjez. to the caveats discussed in the Summary. The
slope of XROT is shallower in some schools, where the initial differences in XROT
tend to be associated with smaller differences in YROT than in schools where tb-
slopes are steeper.

The regression slope for YDESIRE is abor.t .5—this is the regression slope for
the 'stereotype’ school, where every feature is ‘av2rage’. The variation associated
with this regression slope has a standard deviation of .9, and so there is a large
(predicted) proportion of schools where the slope on YDESIRE is very small, or even
negative! The correlation of the within-group slops~ on XROT and YDESIRE is -.77;
lower 'effects’ of motivation to succeed are associated with schools where the initial
differences become exaggerated by the end of the year.

The variances associated with the categories 3 and 4 of YMOREED represent
the variation of the adjusted differences between categories 3and 1and 4a-d 1,
respectively. While the fitted difference between categories 2 and 1 is about .8, and
constant for all the schools, the average within-school difference between categories
3 and 1 is 1.1, with a variance of 1.8. Therefore this difference is negative in several
schools. The situation with the 4-1 cor _ast is similar, although the number of
schools with reversed sign of the difference is much smaller. The correlation of the
random effects associated with the categories 3 and 4 is .725 - high 3-1 coatrast is
associated with a high 4-1 contrast, but the fitted variance for the contrast 4-3 is 1.7 +
1.42 - 2*1.16 = .89, whereas the average difference is 1.58 - 1.08 - .50. Hence there are
schools where the pupils with YMOREED = 3 have lower adjusted scores on YROT
than YMOREED = 4, although on average the 4th category is .5 points ahead.

The estimates of the regression parameters differ only marginally for the
different specifications of the random part. This justifies, post hoc, our approach of
modelling first the regression part of the model and then the random part. The
regression estimates for the last model considered are given in Display 6.
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Display 6: Fixed-effect Estimates for the Final Model with Random
Effects, for 3025 Students and 86 Classrooms/Schools Using
18 Explanatory Variagles Thailand 1981-82

']

Variable Estimate St. Error
GRAND MEAN 16.642 -
XROT 617 020
XAGE -070 014
SXES 1.143 260
YFOCCI .101 352

-488 374

.198 446
YMEDUC 347 268
062 446

-491 560
YMOREED 816 453

1.117 476

1.618 514
YPARENC 358 112
YPERCEV -1.178 133
YFUTURE 526 137
YDESIRE 480 217
SENROLT .300 265
SPUTEAR -.063 048
SQUALMT 781 .380
TMTHSUB 2.632 582
TXTBOOK 0.949 431
TWORKBK -372 270
TORDER1 -.035 270
TSEAT1 .007 .006
Variance - -
Pupil-level Variance 35.259 -
pupil-level Sigma 5.938 -
Group-level Variance See matrix given in the text.
Group-level Sigma -
Deviance 19064.902
Number of iterations 8

N o)
1953
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Conditional expectations of the random effects.
In the fixed-effects ANOVA or ANCOVA, estimates of the effects associated

with thie groups are obtained. In variance component models these effects are
represented by random variables. Conditional upon the adopted model the
expectations of the (random) group-effects can be considered as the group-level
residuals, or as “estimates” of the group-effects. These conditional expectations have
to be inspected whether they conform with the assumptions of normality. This
inspection involves a check for skewness and kurtosis (not carried out here, but
visual inspection indicates no problems), and a chec! outlying values of the
effects. The latter check is obviously also of substantive importance berause it would
be useful to detect schools with exceptionally high or low performance, where the
categories of YMOREED have substantially different differences than the average
school, in which schools the outcomes are more/less influenced by the initial score
XROT. The complex nature of variation, involving three variables, coupled with
the number of groups, makes it infeasible to discuss the deviations of the group-
level regressions from the average regression. In fact, the main motivation in use of
variance component analysis has been to obtrain a global description of variation,
without reference to the individual groups. The added advantage is that owing to
the shrinkage property of the conditional expectations extreme results due to
unreliability for some of the schools with smail numbers of students are avoided.
The conditional expectations are a mixture of the pooled ordinary least squares
solution of the within-group regression; the weight depends on the amount of
information contained in the data from the group. Conditional expectations are
obtained number of regression parameters. Owing to this shrinkage we cannot
pinpoint to all the schools where (say) the difference of the categories 3 and 1 has a
negative sign. For several schools the conditional means indicate a small difference
between the categories; some of these may be negative, others positive and larger
than the conditional expectation. Accordingly we should downscale our notion of
what is an exceptionally large deviation; say, 1.5 multiple of the standard deviation
(sigma) should be regarded as exceptional.

We conclude with an example of an exceptional school. School 22 (42 pupils
in the data) has all its random-effects components positive. Its deviation from the
average regression formula is

1.517 +.100 XROT + .102 YDESIRE + 1.008 YM3 + .842 YMy,
where YM3 (and YM4) are equal to 1 if the pupil is in category 3 (4), ard 0 otherwise.
This indicates that it is a school with high performance where the Zifferences in
initial ability tend to get exaggerated, pupils with high motivation and high
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expectations are at an advantage. For sample mean values of XROT and YDESIRE
this formula becomes

2.959 +1.008 YM3 + .842 YM4,
which reflects the high 'performance’ of the school much more clearly. The
variances quoted above refer to a regression using centred versions of all the
variables

(XROT - XROT , YDESIRE - YDFSIRE,, YM3 - YM3, YM4 - YMy).

In the transformation from one parame:rization to the other only in v : intercept-
variance is affected.

DISCUSSION
At the outset of this paper, we posed three substantive and one

methodological questions: (a) What characteristics of teachers and schools enhance
student achievement?, (b) Are these effects uniform across different students?, (c)
What is the comparative offectiveness of alternative inputs?, and (d) How do
estimates obtained from simple OLS methnds compare with estimates obtained from
multilevel methods? During the development of the analysis, a fifth question arose:
Are there alternative regression models that predict student achievement equally
well as the model developed herein? In this section, we review cur findings and
present some caveats about their interpretations.

Summary

Effective teacher and school characteiistics. The results from our final
ana. 'sis indicate that there are teacher and school characteristics that are positively
associated with student learning. These are:

* the percentage of teachers in the school that are qualified to teach

mathematics,

* an enriched mathematics curriculum, and

* the frequent use of textbooks by teachers.
At the same time, some teaching practices are negatively related with learning; for
this sample they are:

* the frequent use of workbooks, and
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* time spent ¢ maintaining order in the classroom.

The positive results arc not surprising. Teachers who know the subject matter being
taught, a curriculurr that covers the domain, and textbooks that provide a structured
presentation of the material ail should have positive effects on achievement. The
negative results are more curious. On the one hand, teachers who spend a great deal
of time maintaining classroom order will have less time available for teaching;
therefore, less learning takes place. On the other hand, the use of workbooks ought
to contribute positively to achievement, not detract from it. Possibly the use of
workbooks substitutes for so’ aething else: dirert instruction, perhaps.

Uniformity of effects. 'n this sample, we found that schools did not have
uniform effects on all students. In particular, effects differed according to the level of
education expectations held by the students. Some schools/classrooms were more
effective for students with low expectations, some were more effective for students
with high expectations, while other schools are equally effective (or ineffective) for
all types of students. Interestingly enough, we found little evidence that schools
were differentially effective for students on the basis of sex, age, parental occupation
or several other student attitudes. Thus, Thai schools were operating, by and large,
in an egalitarian fashion, with the one exception of differences according to
educational expectations.

Comparative effectiveness of inputs. Overall, we found tew school “inputs”
that were associated with differential achievement over time. Frequent use of
textbooks increased achievement by a full point on the posttest, while use of
workbooks decreased achievement by a third of a point; an enriched curriculum
increased posttest scoves by over 2.5 points. Each additional percentage of teachers
that were qualified to teach mathematics raised posttest scores by over one point.

However, these causal statements do not hold if they are to be interpreted as a
result of an external intervention. Obtaining (additional} textbooks for the schools is
not a simple procedure unrelated to educational processes and management
decisions; it is itself an outcome variable related to some (unknown) aspects of the
educational process. Similarly, discarding workbooks would not lead to improved
outcomes, unless all the circumstances that lead to reduced use of workbooks are
also present, or are induced externally. External intervention will be free of risk only
if we have, and apply, causal models for how the educational system functions. The
models developed in this paper, and elsewhere in educaticnal research literature, are
purely descriptive. Use of regression methods, and of variance component analysis,
allows improved description, but does not provide inference about causal
relationships.
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Also, interpretations of estimates of effects are subject to a variety of
influences, and there may be alternative regression models, with different variabies,
that are equaily correct in terms of prediction. Thus, the selection of variables
included in this mndel is responsible, to some degree, for the results, and a differen:
seleciton of variables could yield substantially different results with re .- ctto the
contribution of each variable.

Comparison with QLS. The analysis carried out demonstrates that estimates
based on OLS regressions do yield different results, in some cases, to those based on
VC regressions. For example, in comparing the OLS estimates with the VCS
estimates in Display 6, we see that for TMTHSUB, the coefficients are quite diffevent.
Using OLS, we would conclude that students in “enriched” classes, controlling for
the other explanatory variables, perform about 2 points (13%) higher than those in
“normal” or “remedial” classes; the conclusion based on the VC regression is that
they perform nearly 2.6 po.ats (17%) higher. Combining these effect with cost
information permits an estimation of cost-effectiveness. If enriched classes cost 13%
more than remedial classes, we would conclude that they were either equally cost-
effective (OLS) or more cost effective (VC) than remedial/normal classes, depending
on the model. Similarly, if znriched classes cost 17% more than remedial/normal
classes, they would be either equally cost-effective (VC) or less cost-effective (OLS),
depending on the model. However, the caution about the causal inference in the
previous subsection equaliy applies in t..is context. Classes, or schools, cannot be
declared to have enriched curricuium at an external will and by supplying the
outward signs of having enriched carriculum; rather, a whole complex of related
circumstances have to be artanged, e.g,, strengthened education in lower grades,
synchronization with other subjects, etc. Since we have argued earlie: in the paper
that estimates based on VC methods are preferable to those based on OLS methods,
differences of these types could hold important policy implications for schools
deciding on the type of curriculum to choose.

Caveats

We have noted that alternative models could yield similar predictions (in
terms of achievement), but might include a different set of variables. That such
could be the case is not a problem limited to VC models; it is a perennial problem
with these general types of analyses. In our analysis, we have included a number of
individual pupil and school/classroom variables; in tais respect, we have moved
well beyond earlier models, which include only modest “intake” characteristics of
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students. Having identified the variables associated with higher outcome scores
does not offer a direct answer to the principal question of a development agency
about distribution of its resources to a set, or a continuum, of intervention policies
in an educational system. Without any prior knowledge of the educational system,
any justififcation for an intervention policy based on the results of regression (or
variance component) analysis, or even of structural modelling (LISREL), would
have no proper foundation. Certain intervention policies may cause a change in the
educational system, and hence a change in the regression model itself. This new
regression model may indicate that the selected intervention is far from optimal, or
may even be detrimental.

A case in point is the pretest score XROT. Its coefficient is positive and of
substantial magnitude. A conceivable intervention policy would be to raise the
XROT scores, for example, by coaching prior to pretest administration. Clearly such
an intervention, if effective, could lead to a change in the regression formula.
Alternatively, if coaching took place between the pretest and posttest
administrations, the regression formula would again be changed, out differently.
Any number of different scenarios are easy to construct, in which the coefficient on
XROT would be close to 1, or substantially lower than .62 (obtained in our analysis).

Similarly, indiscriminant reduction of the time spend cn maintaining order
in the classroom, probably a less expensive intervention in monetary terms, is likely
to be an unreasvnable soluticn. Introduction of the enriched mathematics
curriculum for all students is most likely not practicable, and even its extension for a
few more classrooms may place excessive requirements on staff in the schools, thus
lowering the quality of instruction in other subjects, and/or other grades.

In conclusion, positive or negative regression coefficients cannot be regarded
as indicators of cause, effect, or influence. An intervention could be regarded as zn
experiment, and its outcome can be predicted from an observational stud:* only
under the wurealistic assumptions of the regression formula describing accurately
the mechanics of a rigic educational process.

Three important items of information would assist in answering the question
about allocation of resources:

1. Feasibility and cost of various interventions.

2. How will an intervention effect other explanatory variables and which

aspects of the educational process will remain unaltered after the
intervention.

3. How directly manipulable are the “interventions”?
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It is key to make distinction between variables that are manifest
(unchangeable, e.g., pupil background), that are manipulable (e.g., time spent on a
task of a particular kind), and that are manipulable only by direct intervention. For
example, the tiine spend on maintaining discipline is a manipulable variable, but it
can be either manipulated indirectly (e.g., by making the curriculum more
interesting by providing more suitable or more interesting textbooks, or directly
(through changing teacher behavior, so as to ignore disruptive student behavior).
Effective education policy considerations require attention to directly manipulable
variables; in the present analysis, these are the qualifications of the mathematics
teachers in the school and the use of textbooks.

IThese hierarchical structures result from design elements (stratified sampling), data
collection technicalities (e.g., interviewer effect) or intrinsic interest in cross-level effects (e.g.,
the effects of post-natal feeding programs on the relationship between birth weight and
subs2quent cognitive development).

2An extended discussion of this is provided by H. Goldstcin (1987).

3For more detail on the construction of the achievement measures, see Lockheed, Vail &
Fuller, 1986.
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INSTRUCTIONALLY SENSITIVE PSYCHOMETRICS:
APPLICATIONS )F THE SECOND INTERNATIONAL MATHEMATICS STUDY

Bengt O. Muthén
CRESST and
Graduate School of Education
University of California, Los Angeles

1. Introduction

This paper discusses new psychometric analyses that improve capabilities for
relating performance on achievement test items to instruction received by the
examinees. The modeling discussion will be closely tied to data for U.S. eighth grade
students provided by the Second International Mathematics Study (SIMS), comprising
not only responses to a set of achievement jtems at the beginning and end of the eighti1
grade but also a relatively rich set of student background information, including
opportunity-to-learn (OTL} information specific to each item (Crosswhite, Dossey,
Swafford, McKnight, & Cooney, 1985).

Item Response Theo1y (IRT) is a standard psychometric approach for analyzing a
set of dichotomously scored test items. Standard IRT modeling assumes that the items
measure a unidimensional trait. This particular kind of latent trait model is used to
assess the measurement qualities of each item and to give each examin:e a latent trait
score. As will be shown, however, IRT modeling is limited in ways that are a hindrance
to properly relating achievement responses to instructional experiences. Taking IRT as a
starting point, this paper summarizes the author's work on a set of new analytic
techniques that give a richer description of achievement-instruction relations. Six topics
that expand standard IRT and specifically deal with effects of varying instructior:al
opportunities (OTL) will be discussed as outlined below.

1. Variation in latent trait measurement characteristics. This relates to the
classic IRT concern of “item bias,” here translated as the absence or presence of an added
advantage due to O7L in getting an item right.

2. Multidimensional modeling. Inclusion of narrowly N defined, specific
factors closely related to instructional units in the presence of a general, dominant trait.

3. Modeling with heterogeneity in levels. Analyses that take into accour:t that
achievement data often are not sampled from a single student population but one with
heterogeneity of parformance levels.

4. Estimation of trait scores. Deriving scores based on both performance and
background information for both general and specific traits.
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5. Predicting achievement. Latent trait modeling that relates to trait to student
background variables.

6. Analyzing change. Relating change in general and specific traits to OTL.

The SIMS data will be used throughout to illustrate the new methods. All
analyses will be carried out within the modeling framework of the LISCOMP computer
program (Muthén, 1984, 1987).

Section 2 describes the SIMS data to be analyzed. Section 3 describes general
features of the psychometric problem. Section 4 presents a descriptive analysis of the
achievement N instruction relation for the SIMS data and sets the stage for later
modeling. Sections 5-10 discuss methods topics 1-5 listed above.

2. The SIMS data

The Second International Mathematics Study (Crosswhite, Dossey, Swafford,
McKnight, & Cooney, 1985) was conducted in order to study variations in mathematics
knowledge for eighth and twelfth graders within and across several countries To this
aim, multiple-choice mathematics achievement responses were collected on items in
the areas of arithmetic, algebra, geometry, measurement, and statistics. The test was
administered both in the Fall and in the Spring of each grade. The achievement test
consisted of 180 items distributed among five test forms. Each student responded to a
core test of 40 items and one of four randomly assigned rotated forms with about 35
items. For the part of the sample that we will be concerned with, the core test was
administered both during the Fall and the Spring to all students in the study while the
rotated forms varied in their use pattern. It is well known that eighth grade
mathematics curricula vary widely, certainly for students in the U.S. To be able to better
describe the variation in student math achievement, information related to these
curricular differences was there e also collected. A detailed part of this information
was opportunity-to-learn (OTL) for the topics covered by each test item. For the U.S.
eighth grade math students, information was also collected in order to make a
distinction between “tracks” or class type, yielding a categorization into Remedial,
Typical, Enriched, and .Aigebra classes. This classification was based on teacher
questionnaire Jata and on information on textbooks used. A variety of other teacher-
related information was also ccllected, such as topic emphasis, and teaching style.
Student background information on family, career interests, and attitudes was also
collected. We will concentrate our analysis on the U.S. eighth graders (for whom there
are about 4,000 observations from both Fall and Spring) sampled from about 200
randomly sampled classrooms varying in size from about 5 to 35 students. We will be
particularly concerned with analyses of the 40 core items, but will also report on analyses
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of the four rotated forms which, wihen combined with the core items, represent about 75
items administered to the about 1,000 students taking each form. The rotated form
analyses will be presented as a cross-validation of findings for the core items. In this
way, the SIMS data provide a uniguely rich set of data with which to study
instructionally N sensitive psychometrics.

In the analyses tha: follow, a key piece of instructional informatior. was obtained
from the teacher questionnaire. For each item, teachers were asked twc questions
regarding opportunity to learn.

Question 1:

“During this sciicol year did you teach or review the mathematics needed to
arswer the item correctly?”
1. No
2. Yes
3. No response
Question 2:

“If in the school year you did not teach or review the mathematics needed to
answer this item correctly, was it mainly because?”
1. It had been taught prior to this school year
It will be taught later (this year or later)

It is not in the school curriculum at all
For other reasons

wos W

No response
Lsing these responses, opportunity-to-learn (OTL) level will be defined as;
No OTL: Question 1 (= 1), question 2 (= 2, 3, 4, or 5)
Prior OTL: Question (1 =1, or 3! and question 2 (= 1)

This Year OTL: Question 1 (= 2), question 2 (= 9 (other response combinations
had zero frequencies)

In most analyzes to follow, Prior OTL and this Year OTL will be combined into a

single OTL category.

3. The General Problem

In general, psychometric modeling assumes independent and identically (i.i.d)
distributed observations from some relevant population. This assumption is also made
in IRT. The assumption of identically distributed observations is not realistic, however,
using data of the SIMS kind to describe either relationships between what is measured
(achievement responses) and what the measurements are attempting to capture (the
traits), or how traits vary with relevant covariates such as instructional exposure and
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student background. This is because of the instructional keterogeneity of the siudents
analyzed. The distrit 10n of responses conditional on various traits values cannot be
expected to be identical for a student who has had no specific instruction on the item
topic and a student who has had instruction. The traic distribution cannot be expected io
be the same for students in enriched classes as for students in typical classes. The
students are naturally sampled from heterogeneous popula*ions. It is true that
increased homogeneity can be obtained by dividing the students into groups based on
instructional experiences. However, such groupings may have to be very detailed to
achieve their purpose and any simple grouping may be quite arbitrary. A more
satisfactory approach is to usa modeling that allows for heterogeneity, wsing parameters
that vary ror varying instructional experiences. Such 1odeling also accomplishes the
goal of instructionally sensitive psychometrics, namely explicitlv describing the
achievement response-instructional experiences relations.

4. Descriptive analyses

Its informative to consider descriptively how the achievement responses vary
with instructional exposure. This forms a basis for our subsequent modeling efforts.
We will study this in terms f both wnivariate and bivariate achievement distributions
using the posttest core items administered to the U.S. eighth graders. We will also study
the change in univariate responses from pretest to posttest.

4.1 Univariate response

Consider first the univariate responses for the posttest. The wording of the core
items is given in the appendix. The propertion correct for each item is described in
Table 1, broken down by the class type categories Remedial, Typical, Enriched, and
Algebra and by the OTL categories No OTY., This Year OTL, and Prior OTL. From the
totals it is seen that both class ¢ype and OTL have a strong effect on proportion correct.

For most items the proportion correct is higher for Enriched and Algebra classes
than for Remedial and Typical classes. For almost all jtems the proportion correct
increases when moving from No OTL to this Year OTL t¢ ’rior OTL. The reason why
Prior OT. zives higher proportion correct than This Year OTL is partly because Prior
OTL is more common for Enriched and Algebra classes to which we presume students of
higher achievement levels have been selected. OTL appears to have an overall positive
effect on proportion correct alsn when controlling for class type, at least for typical
classes. Also, when controlling for OTL, class type seems to still have a strong effec .

165




e
Wi

155

These univariate relatiorships are informative but confound eifects of instructional
exposure with effects of student u~hievement level. For example, the higher proportion

TABLE 1
Percentage Students and Percentage Correct for Core Items by OTL and Class Type
Item Total® No OTL This Year OTL Prior O
PR PO ST PR PO ST PR PO ST PP PO
MEDQ1
TOT 35 43 21 2 26 59 36 47 20 <4 48
REM 11 18 3 7 8 60 12 23 7 21 2
TYP 30 38 42 21 z/ 64 34 43 12 23 34
ENR 42 52 17 25 24 77 48 6 12 29 29
ALG 61 64 6 64 64 5 39 50 89 62 65
AR(2
TOT 47 60 3 34 53 89 45 59 8 78
REM 12 21 9 17 33 91T 11 2 0 0 0
TYP 42 57 3 M 40 97 42 57 6 74 81
ENR 58 74 4 46 86 %9 57 73 6 74 81
ALG 4 75 0 0 0 43 73 7N 57 74 78
AL
TOT @ 2 38 8 9 61 10 28 1 3 19
REM 15 9 78 15 4 2 13 13 0 e 0
TYP 8 14 49 7 9 50 8 18 2 3
ENR 8 2 16 12 1 84 7 23 0 0 0
ALG 16 64 7 0 19 94 17 68 0 0 0
ARO4
TOT 27 ¢ 13 23 26 752 3 12 44 50
REM 16 33 40 14 60 16 15 0 0 0
TYP 4 29 11 16 .. 8 25 30 2 30 30
ENR 29 38 15 39 48 77 25 M4 15 37 45
ALG 47 54 0o 0 0 33 41 50 67 56 56
MEQ5
TOT 32 4 7 32 30 86 31 45 6 46 55
REM 17 18 6 27 27 8 17 18 9 17 8
TYP 27 40 8 20 17 % 27 42 2 22 43
ENR 37 55 5 49 60 95 37 4 0o 0 9
ALG 56 63 8 75 66 48 53 62 4 55 o
MEO6
TOT 49 55 28 48 4 59 48 55 13 52 59
REM 20 31 41 23 35 45 21 31 4 11 22
TYP 47 952 27 48 53 65 A8 52 8 42 47
ENR 52 61 32 51 60 65 52 62 2 82 68
ALG 66 73 10 83 80 28 68 75 62 63 72
GE07
TOT 56 66 89 55 66 23 56 66 8 ¢3 75
REM 26 39 75 25 36 25 27 46 0 0 0
TYP 4 o 66 54 64 24 55 6 10 56 67
ENR 58 72 71 56 71 27 &4 75 3 62 7y
ALG 77 85 75 76 84 6 8 95 1¢ 83 87
P 6
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TABLE 1
Percentage Students and Percentage Correct for Core Items by OTL and Class Type
Item Jotal* No OTL This Year OTL Prior OTL
PR PO ST PR PO ST PR PO ST PR PO
ME08
TOT 89 89 17 8 88 58 8 88 2% 93 92
REM 67 61 M 62 55 58 69 64 8 76 67
TYP 89 89 17 94 93 66 8 89 18 89 88
ENR 93 93 16 90 9 59 93 93 26 9 94
ALG 9% 97 14 9% 100 12 9% 98 74 9 97
MEM9
TOT 42 52 14 41 48 56 38 50 30 50 59
REM 16 18 27 18 19 58 15 18 15 21 15
TYP 37 48 14 41 49 62 36 47 23 38 49
ENR 48 o4 11 42 53 63 46 65 27 5 65
ALG 67 73 12 76 78 2 5% 33 8 66 73
GEll
TOT 26 31 40 20 2 56 29 34 4 33 3
REM 9 8 77 1 7 19 4 10 4 0 27
TYP 20 27 43 16 25 4 22 29 2 23 2
ENR 31 38 29 31 36 68 32 38 3 15 3
ALG 57 54 24 49 46 62 59 55 14 57 59
AR12
TOT U 4 10 32 40 8 34 4 5 41 48
REM 18 22 35 19 23 6 19 21 0 o0 0
TYP 30 40 6 22 29 %0 31 4 4 25 3
ENR 39 51 9 51 65 89 38 49 3 43 57
ALG 54 62 16 46 57 63 55 64 21 56 58
AL13
TOT 58 71 12 46 59 8 59 73 2 74 8
REM 31 46 32 28 36 68 33 51 0 9 0
TYP 54 &7 45 48 62 84 55 67 1 68 91
ENR 63 81 2 94 94 94 62 81 4 69 %
ALG 87 89 7 4 77 8 90 92 6 87 65
AR14
TOT 56 61 15 49 53 78 56 el 7 66 76
REM 29 26 29 27 23 64 32 27 7 7 28
TYP 53 58 15 46 50 82 54 58 4 o2 79
ENR 61 70 13 5 70 8 62 70 2 35 65
ALG 77 8 8 97 88 51 75 81 41 76 81
AR15
TOT 2 32 10 20 28 77 20 30 14 34 45
REM 18 18 10 22 15 Y0 17 18 0 o0 o0
TYP 20 28 12 18 26 8 20 28 5 28 31
ENR 21 38 8 2 39 8 21 39 ¢ 15 28
ALG 8 47 0 0 o 23 23 25 77 42 54
ALl6
TOT 23 58 6 9 16 92 24 60 2 37 88
REM 9 14 2 10 9 43 7 20 0 90 0
TYP 18 50 3 6 1 97 18 52 6 0 0
ENR 28 74 2 17 8 94 28 73 4 34 9%
ALG 53 89 0 o0 o 94 53 89 6 41 77
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Total®
PR PO
47 59
24 A4
42 56
53 68
76 80
43 51
% 23
39 4
47 63
71 78
23 33
10 19
5 39
39 49
73 77
31 37
71 75
80 87
94 94
20 34
16 16
18 30
20 39
4 50
37 59
21 18
33 5
40 71
70 81
33 47
17 18
29 41
33 58
59 74
52 59
23 18
47 53
60 66
80 82

ST

13
41
1
12
10

20
55
24

GEESE carwuwm

ok
\oc\oosw

TABLE 1
No OTL

PR PO
39 38
2 15
42 37
4 4
61 85
32 29
20 17
36 31
28 36
31 58
23 32
10 19
25 35
38 48
5 60
28 33
64 69

0 88

0 0
20 30
16 17
17 29
20 34
33 45
26 26
23 19
28 26
20 15
47 82
5 30
17 18
5 30
29 41
8 35
37 36
33 18
8 40

0 0

0 0

6

This Year OTL
ST PR PO
72 46 62
48 25 26
82 43 60
80 55 72
18 78 93
78 46 56
45 31 31
76 40 48
89 47 65
8 75 81
23 22 38

0 0 0
29 25 49
0 0 0
8 71 76
93 31 37
93 71 75
94 80 87
29 93 9%
37 21 39
3 25 13
39 20 33
52 20 4
18 4 71
80 37 #
17 9 1
9 33 58
92 40 75
4 70 85
73 33 50
48 18 17
80 31 4
79 34 82
43 62 78
83 50 55
8 21 18
89 48 55
95 60 65
2t 71 76

Prior OTL
ST PR PO
15 "9 63
10 29 46

8 35 40

- 53 68

78 77

2 58 60

0 0 0

0 0 0

6 59 57

6 55 68

1 52 57

0 0 0

0 0 0
11 52 57
12 89 90

0 0 0

5 78 B85

0 84 0
71 9% 93

3 23 3

0 0 0

1 2 1

2 6 11
17 28 49

7 62 67

4 30 40

2 29 37

2 59 59
47 73 78

8 47 65

0 0 0

2 16 29

6 23 53
51 60 76
100 78 81

0 0 0

1 50 38

5 61 75
79 82 83
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TABLE 1
Percentage Students and Percentage Correct for Cc  items by OTL and Class Type
Item Total* No OTL This Year OTL Prior OTL
PR PO ST PR PO ST PR PO ST PR PO
AL25
TOT 42 46 7 28 34 2 492 4 2 70 59
REM 12 15 28 8 13 2 13 16 0 0 o0
TYP B 42 7 36 40 92 37 43 2 68 44
ENR 48 55 3 40 60 97 49 55 0 0 o
ALG 69 67 0 0 o0 4 6 66 6 73 86
AL27
TOT 46 57 53 38 50 47 54 4 1 67 71
REM 27 30 92 26 30 I 36 24 0 0 o0
TYP 2 52 58 37 48 41 49 59 1 67 71
ENR 0 63 4 49 o4 51 50 62 0 o0 o
ALG 69 82 7 50 65 9B 71 8 0 0 o0
AR28
TOT 51 62 9 4 49 74 49 61 16 63 73
REM 20 29 20 19 19 76 21 33 4 0 18
TYP 47 57 11 47 49 80 47 58 9 4 59
ENR 59 72 6 56 79 8 58 7 11 61 69
ALG 77 86 0 0 o0 %5 73 8 75 78 386
ME29
TOT 77 75 10 63 60 4 7 75 25 83 81
REM 0 4 2 40 22 68 41 49 11 34 55
TYP 7S 74 9 65 69 7N 75 74 9 78 74
ENR 8 82 13 71 64 71 87 84 16 8 88
ALG L92 89 0 0 o 11 95 95 89 91 89
AL30
TOT 31 49 52 28 36 45 4 48 3 34 43
REM %5 23 83 27 23 17 13 20 0 0 o0
TYP 27 37 59 23 35 33 28 40 3 39 29
ENR 34 46 37 32 41 57 35 48 6 28 58
AlG 50 57 25 48 61 75 51 56 6 0 o0
AR33
™T 45 50 5 34 3R 87 4 49 £ 62 66
REM 20 19 2 20 12 78 20 21 6 0 o0
TYP 41 47 5 39 4 91 41 47 4 52 57
ENR 51 59 0 0 o 97 50 59 3 74 ol
ALG 65 69 2 75 7 47 65 67 51 65 71
AR34
TOT 24 39 4 16 19 90 22 39 7 45 53
REM 10 15 19 14 16 81 9 14 0 0 o
TYP 19 34 4 17 22 % 19 34 0 0 o0
ENR 29 54 0 0 o0 97 29 54 3 39 35
ALG 4 53 0o 0 o 43 53 50 57 45 55
AL35
TOT 51 59 29 9 4 70 55 65 1 54 92
REM 38 30 78 37 33 2 4 22 0 0 0
YP 46 55 36 40 46 63 49 59 1 54 92
ENR 53 68 n 37 s 89 55 70 0 0 o
ALG 78 83 0 0 o0 100 78 83 0 0 o0
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TABLE 1
Percentage Students and Percentage Correct for Core Items by OTL and Class Type
Item Total" No 0L This Y.ar OTL Prior OTL
PR PO ST FR PO ST PR PO ST PR PO
AR36
TOT 47 56 7 4 38 86 46 56 7 6 73
REM 33 31 19 37 31 81 32 30 0 0 o0
TYP 4 52 8 47 4 92 4 53 0 0 o0
ENR 51 66 4 41 32 3 52 68 3 43 57
ALG 66 72 o 0 o 43 65 68 57 66 75
AR37
oT 31 37 15 21 23 65 29 36 21 4 52
EM 14 12 383 1 8 62 16 14 0o 0 o
YP 26 31 17 24 24 73 27 33 9 28 32
ENR 36 46 6 19 30 62 36 48 32 40 46
ALG 57 69 5 39 67 24 49 63 71 61 71
AR38
TOT 36 51 3 26 23 91 34 51 7 61 72
REM 16 25 9 25 17 91 16 25 0o 0 o0
TYP 31 45 3 27 25 97 31 46 o o0 o0
ENR 42 66 6 0 o0 97 43 66 3 3 52
ALG 61 0 0 0 43 57 62 57 63 74
GE40
TOT 35 47 47 33 41 50 37 52 3 52 56
REM 24 31 93 24 31 7 21 21 0o 0 o
TYP 32 43 46 30 38 54 34 46 0o 0 o
ENR 39 56 32 35 4 66 42 63 2 2 50
ALG 52 60 56 53 59 19 4 68 26 57 57

* Percentage of students by class type are:
REM = Remedial: 7.1 (N=268), TYP=Typical: 57.6 (N=2148)
ENR=Enriched: 24.4 (N=909), ALG=Algebra: 10.7 (N=399)

ST=Percentage students
PR=Percentage correct for pretest
PO=Percentage correct for posttest

ME=measurement
AR=Arithmetic
AL=Algebra
GE=Geometry

correct fc a certain item for students with Prior OTL 1 .y be solely due to such students
having a higher achievement level on the whole test. It would be of interest to know if
students with the same achievement level perionm differently on a certain item for
different instructional exposure. To this aim, we may consider the total score on the
posttest as the general mathematics achievement level of each student and study the
variation of proportion correct for each item as a function of instructional exposure
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conditionally on the general achievement level. We have carried this out using the
dichotomous version of OTL, combining Prior OTL with This Year OTL into a single
OTL category.

For each value of the achievement variable we then have a proportion correct for
a No OTL and an OTL group and can study whether OTL makes a difference.
Conversely, for each of the two OTL categories we will present the distribution of the
achievement variable in order to study whether having OTL for an item implies that
these students have a higher general achievement level. These plots are given in
Figures 1-9.

Figure 1 describes items 1, 2, and 3. The leit-most panel shows the total score
distribution given No OTL and OTL, respectively. We note that the score distributions
have different locations with the OTL distribution having somewhat higher mean,
supporting the notion that students who receive OTL perform better as measured by this
test. We also note that the variances of the two distributions are about the same. The
score distributions shown are representative of all core items.

The right-most part of Figure 1 and Figures 2 - 9 contain curves showing the
proportion correct for given total score for the two O’ L categories. For each item ar.d
both OTL categories, proportion correct increases with total score indicating that for both
OTL categories the item is a good indicator of the general achievement variable which
the total score represents. It is particularly noteworthy that this is true also for the No
OTL category and that the No OTL and OTL curves most often are very close. The
students who, according to their teachers, have not been taught the m~*hematics needed
to answer the item correctly still appear to have a high probability of answering the item
correctly and this probability increases with increasing total score. This may indicate that
students can to a large degree draw on related knowledge to solve the item. It may also
indicate unreliability in the teachers' OTL responses. However, the clifferences in score
distributions for the core items show that the OTL measures h: 7e consistent and strong
relations to the total score. Instead of unreliability there may be a component of
invalidity involved in the teachers' responses, where OTL may to some extent be
confounded with average achievement level in the class and/or the r‘em's difficulty.

The score distributions show that OTL is correlated with performance. Our
hypotheses is that OTL helps to induce an increased level of general achievement
variable and that in general it is .his increased level that increases the ~.obabilitv of a
correct answer, not OTL directly. In this way, moving from the No OTL status to the
OTL status implies a move upwards to the right along the common curve for No OTL
and OTL.
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FIGURE 3
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FIGURE 4

Proportion Correct: No O1L (square)/OTL (triangle)
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‘Proportion Correct: No OTL (square)/OTL (triangle)
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FIGURB 6

Proportton Correct: Nc 01/ (square)/OTL (triangle)
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FIGURE 8
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FIGURE 9
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There are some exceptions to the general finding of common curves for the No
OTL and OTL categories. For example, items 3, 17, and 39 show a large positive effect of
having OTL. Several other itens with sizeable numbers of students in the two OTL
categories also show positive effects. This means that for these items, the added
advantage of having OTL is not fully explained by a corresponding increase in total
score. OTL directly affects the success in solving the item correctly. From Table 1 we
find that for the three items listed, the proportion correct increases strongly when
moving from the No OTL category to the OTL categories. However, Table 1 cannot ve
counted on for finding items with direct OTL effects of this kind, since several other
items also show strong increases in proportion correct due to OTL. We will return to
the interpretation of this type of effect in Section 4. Note also that with the exception of
item 3 an, OTL effect appears to be such that the two curves are approximately parallel,
implying that the OTL effect is constant across achievement levels. For item 3 the OTL
advantage increases with increasing achievement level, perhaps because it is a difficult
item.

42 Bivariate responses

The various descriptive analyses carried out for the univariate responses can be
carried over to bivariate responses. A common measure for studying relationships
among dichotomous jtems is that of the tetrachoric correlation coefficient (Lord &
Novick, 1968). In line with the previous section, we may study the strength of
association between each pair of achievement jtems by computing three sets of
correlations, using all students, students with No OTL on neither of the pair of
variables, and students with OTL on both of the pair of variables. For each of the sets,
the average correlation across all pairs gives an indication of the degree of homogeneity
of the items in their measurement of achievement. It is of interest to study if this
homogenity is affected by OTL. Further, in line with the previous section, the
corresponding three sets of correlations may be computed conditional on the total test
score viewed as a general achievement variable. For lack of space these analyses will not
be presented here, except to note that the homogeneity of correlatons does not seem to
be affected by CTL.

43  Change of univariate responses

The SIMS core items also provide the opportunity to study changes in proportion
correct for each item from the Fali testing to the Spring testing. This change can b+
related to OTL. For each item we may distinguish between three groups of students,
those who did not have OTL before the pretest or before the posttest (the No OTL group),
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those who had OTL before the pretest (Prior OTL), and those who did not have OTL
before the pretest but did have OTL before the posttest (This year OTL). The change for
the No OTL group gives an indication of change due to learning on related topics. The
change for the Prior OTL group gives an indication of effects related to practice, review,
and, perhaps, forgetting. The change for the group having This Year OTL reflects the
direct exposure to the topic represented by the item. These changes can be studied in
Table 1. Table 1 shows that, where changes occur, they are largely positive for each OTL
category with the largest changes occurring for students in the category of This Year OTL
as expected. They may be taken to support the dependability of the teacher-reperted OTL
measure.

5. Variations in latent trait measurement characteristics

The study of the univariate achievement responses in Section 4.1 showed that the
set of core test items served as good indicators of the total te-* score. We may
hypothesize that this test score is a proxy for a general mathematics achievement
variable as measured by the combined content of the set of core items. However, the
total test score is a fallible measnre and what we are interested in are the relationships
between the items ana the true score and estimates of the true scores. This is a situation
for which Item Response Theory (IRT) has been proposed as a solution used (see for
example, Lord, 1980). The curves of Figures 1 - 9 are, in IRT language, empirical item
characteristic curves, which as theoretical counterparts have conditional probability
curves describing the probability correct on an item given a lat..:t trait score. We will
now describe the IRT model and how it can be extended to take into account
instructional heterogereity in ‘ts measurement characteristic.

In formulas the IRT model may be briefly described as follows. Let y*beap

vector of continuous latent response variables that correspond to specific skills needed
to solve each item correctly for item j,

Dyj=0,ify* £t

i, otherwise
where O denotes the incorrect answer, 1 denotes the correct answer, and tj is a threshold
parameter for item j corresponding to its difficulty. Assume also that the latent response

variable y*j is a function of a single continuous latent h and a residual e},

@) y*-ljh + ¢
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where j is a slope parameter for j, interpretable as a factor loading. With proper
assumptions on the right-hand-side variables, this gives rise to the two-parameter
normal ogive IRT model. For each item there are two parameters tjand Ij. The
conditional probability of a correct response on item j is

1
G Pj=ilN=F[¢tj+ljhq- 3]

whereq is the variance of ¢j. This means that the threshold tj determines the item’s
difficulty, that is the horizontal location of the probability curve, and the loading ]j
determines the slope of the probability curve.

In Section 4.1 we investigate descriptively whether the conditional proportion
correct given total test score varied across OTL groups. In IRT language this is referred to
as investigating item bjas or using a more neutral term, differential item functioning.
Standard IRT assumes invariate item functioning across different groups of individuals.
A variety of bias detection schemes related to IRT have been discussed i the literature.
Concemns about item bias due to instructional heterogen:ity have recently been raised in
the educational measurement literature. Conflicting results have been found in
empirical studies. For example, Mehrens and Phillips (1986, 1957) found little
differences in measurement characteristics of standardized tests due o varying curricula
in schools, while Miller and Linn (1988), using the SIMS data, found large diffzrences
related to opportunity to learn, although these differences were not always interpretable.
Muthén (1989) pointed out methodological problems in assessing differential item
functioning when many items may be biased. He suggested a new approach based on a
model which extends the standzad IRT. The analysis is carried out by the LISCOMP
program (M:uthén, 1987). This approach is particularly suitable to the SIMS data
situation with its item specific OTL information and it will be briefly reviewed here.

Let x be a vector of p OTL variables, one for each achievement item. The x
variables .nay be continuous, but assume for simplicity that xj is dichotomous with Xj =
0 for No OTL and xj = 1 for OTL. Consider the modification of equation (2)

4 y*=1h+Bx+e
where in general we restrict B to a diagonal p x p matrix. The diagonal element for item

j is denoted bj. The OTL variables are also seen as influencing the trait h,

Gh= gx+z

where g is a p-vector of regression parameter slopes and z is a residual.
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It follows that
1
6 P(yj=iIh,x)=F[(-tj+bjxj+ ) V(y* I h)- 3]

In effect, then, the bj coefficient indicates the added or reduced difficulty in the item due
to OTL. Equivalently, using equation (4), we may see this effect as increasing y*j the
specific skill needed to solve item j.

We note that this model allows for differential item functioning in terms of
difficulty but not in terms of the slope related parameter }j. This is in line with the data
analysis findings of Section 4.1 where little difference in slopes of the conditional
proportion correct curves was found across OTL groups (item 3 was an exception; we
assume that this item will be reasonadly well fitted by a varying difficulty model). More
general modeling is in principle possible, but the data features de not seem to warrant
such an extra effort.

This model disentangles the effects of OTL in an interesting way. Equation (5)
states that OTL has an effect on the general achievement trait as measured by the g
ccoefficients. Here we are interested in finding positive effects of instruction. Through
the expected increase in h, such effects also have an indirect positive effect on the
probability of a correct item response. The strength of h's effect on item j is measured by
the coefficient 1j; (see equations (4) and (6)). In addition to the indirect effect of OTL for
item j determined by g and }j, there is also the possibility of a direct OTL effect un item j,
which is determined by the bj coefficient; see equations (4) and (6)). Any direct effect
indicates that the specific skill needed to solve them, j, draws not only on the gene:al
achievement trait but also on O.L. The size of the g effect indicates the extent to which
the achievement rait is sensitive to instruction. The size of the bj effect indicates the
amount of ex). osure sensitivity or instructional “over-sensitivity” in item j. While
positive g effects correspond to a positive educational outcome, possible bj effects are of
less educational interest in that they demonstrate effects of teaching that influences very
narrow content domains. From a text construction point of view items that show such
exposure sensitivity are less suitable for inclusion in standardized tests, since they are
proune to “*~m bias” in groups of examinees with varying instructional history. If such
item bias goes undetected, IRT analysis is distorted. In the modeling presented here,
however, exposure sensitivity is allowed for and the analysis does not suffer from the
presence of such effects.

Muthén, Kao, and Burstein (1988) presexts examples of analysis of exposure
sensitivity using the dichotomous OTL groupings. However, we will first consider an
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OTL, Prior OTL were used. Figure 10 shows the estimated item characteristic curves for
‘tem 17 having to do with acute angles. Since there are three OTL categories, there are
three curves corresponding to three difficulty values.
Since the curves for both This Year OTL ar Prior OTL are above the No OTL curve, the
b effects are positive for these two OTL groups. Exposure to the concept of acute anzles
produces a specific skill, which has the same effect as a reduced item difficulty, and this
skill is not included in the general achievemeit trait. It is interesting to relate this
finding to the percentage correct on item 17 broken down by OTL group as given in
Table 1. T"orcentage correct increases .. matically from the N OTL category to the OTL
categories, but the percentage correct is slightly higher for Prior OTL than for This Year
OTL. For item 17 the Prior OTL students may do better tisan This Year OTL students, but
Figure 10 shows that the recency of OTL gives an advantage for students at the same
achievement trait level. Comparing the estimated item characteristic curves of Figure
10 with the .mpirical curves of Figure 5 we find a large degree of similarity but also
differences. The estimated curves represent m re correct and precise estimates of these
curves.

Muthén, Kao, and Burstein (1988) found substantial exposure sensitivity in items
3, 16, 17, 38, and 39, corresponding to solving ior x, the product of negative integers,
acute angles, percentages, and the coordinate system (see appendix). While items 3, 17
and 39 provided racher poor measurement ¢ the achievement trait as indicated by
their estimated 1 values, that was not the case for the other tvro. The authors
hy, thesized that the exposure sensitivity corresponded tc 2~rly learning ot a
definitional nature. Further analyses of the rotated form items, carried out by Kao
(1989), supported this hypothesis. For example, the rotated forms showed exposure
sensitivity for items covering square root problems. Overall, about 15 30% of the items
exhibit mild exposure sensitivity, while only about 10 - 15% exhibit strong exposure
sensitivity. We may note that these percentages are considerably lower than the Miller
and Linn (1988) findings using related parts of the SIMS data and standard IRT
methodology. The effects of OTL on the achievement trait will be discussed in later
sections.

6. Multidimensional modeling

Standard IRT modeling assumes a unidimensional trait as was also done in the
previous section. For a carefully selected set of test items, this is often a good
approximation. However, in many achievement applications, it is reasonable to assume
that sets of items draw on more than one ach’avement trait.
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Muthén (1978) presented a method for the factor analysis of dichotomous items,
where the model is

7) y*=L h+e

@ V(y)=LyL+Q

where L is a p x m factor loading matrix, y is a factor covariance matrix, and Qis a
diagonal matrix of residual variances. In line with item analysis tradition (see Lord &
Novick, 1968), Muthén fitted the model to a matrix of sample tetrachorics. For an
overview of factor analysis with dichotomous items, see Mlislevy (1986).

Although of great substantive interest, models with many minor factors are very
hard to identify by usual means of anzlysis. For instance, assume as we will for the
SIMS data, that a general achievement factor is the dominant factor in that it influences '
the responses to 2ll items. Assume that, in addition to this general factor there are
several specific factors, orthogonal to the general factor, that influence small sets of
items of cowumon, narrow content. It is well known that such models with continuous
data cannot be easily rerovered by ordinary exploratory factor analysis techniques
involving rotations. This problem caxries over directly to dimensionality analysis of
dichotomous items using tetrachoric correlations.

Consider as an illustration of the problem an artificial model for forty
dichotomous items. Assume that one general factor influences all items and eight
specific factors each inf’ uence a set of five items. Let the general factor loadings be 0.5
and 0.6 while the specific factor loadings are 0.3 and 0.4. Let the factors be standardized to
unit variances and let the factors be uncorrelated. The eigenvalues of the corresponding
artificial correlation matrix are shown in Figure 11. Such a “scree plot” is used for
determining the number of factoss in an item set. The number of factors is taken to
correspend to the first break point in the plot where the eigenvalues level off. If the first
eigenvalue is considerably larger than the others and the others are approximately equal,
this is usually taken as a strong indication of unidimensionality. Figure 11 clearly
indicates unidimensionality despite the existence of the eight specific factors. There
would be no reason to consider solutions of higher dimensionality.

As a comparison, Figure 12 shows the eigenvalues for the tetrachoric correlation
matrix for the 39 core items of the SIMS data. The two eigenvalue plots are rather
similar. Models similar to the artificial one considered above have been studied by
Schmid and Leiman (1957), where i: was pointed out that the above hypothesized nine-
factor model can also be represented as an eight-factor model with correlated factors.
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Each of the eight factors may be viewed as a function of both a general, second-order
factor and the corresponding specific factor of the nine-factor model. The specific factor
is then viewed as a residual contribution, orthogonal to the second order factor. Hence,
Schmid and Lieman used the term hierarchical factor analysis. Using exploratrry factor
analysis on the artificial correlation matrix, an oblique rotation of the eight factor
solution did indeed identify the eight correlated factors of such a hierarchical
reformulation to the mddel. Schmid and Lieman (1957) gave formulas for transforming
such a solution back to the original model with a general factor and eight specific factors,
all factors being uncorrelated. However, without knowing the correct number of factors,
there would have been no guide to choosing this eight-factor solution.

The usefulness of hierarchical factor analysis has recently been pointed out by
Gustafsson (1988a, b). He proposed to circumvent the difficulties of using exploratcry
factor analysis by formulating confirmatory factor analysis models. Hypothesizing a
certain specific factor structure in addition to a general factor, the confirmatory model
enables the estimation of factors with very narrow content. Applications of this type of
modeling to the SIMS data are being considered by the author in collaboration with
Burstein, Gustafsson, Webb, Kim, Novak, and Short. In line with our previous
modeling, we may write a simple version of this model as

© y’l-=l(;l.hG+lsl.hsk+ej

where y* is the latent response variable for item j (cf. the Section 4 model), hg; is the
general achievement factor, hg, is the specific factor for item j, and ej is a residual. The
three right hand side variables are taken to be uncorrelated. This means that the items
belonging to a certain specific factor correlate not only due to the general factor but also
due to this specific factor.

i this simplified version of the model, it assumed thai each item measures only
one specific factor. For identification purposes we assume that each specific factor hg, is

measured by at least two items. Also for identification purposes, our baseline model
will set lsl. =1 for all j's, although this can be relaxed as a need arises as well be discussed

below. In this way, the general factor is assumed to influence each item to a different
degree, while the specific factor has the same influence on all items in the corresponding
set.

The multidimensional confirmatory factor analysis model allows an interesting
variance component model interpretation. Standardizing the general factor variance io
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unity, while letting the specific factor variances be free parameters, the model implies a
decomposition of the latent response variable variances into a general factor
component, a specific factor component, and an error component:

10 V%= ‘G,-2+ Ys, +j

where YSk is the variance of the specific factor k. Since the jtems are dichotomous, the
variances of the y*'s are standardized to one by restrictions on the qgj's. The relative sizes
of the first two terms on the right hand side of (10), the general and the specific
components, are of particular interest. The specific component can also be interpreted as
the average correlation remaining between items belonging to specific factor k when
holding the general factor constant. The model can be estimated by confirmatory factor
analysis techniques for dichotomous items using the LISCOMP computer program, see
Muthén (1978, 1967).

The SIMS items of the core and the rotated forms were classified into subsets
corresponding to specific factors defined both by content and procedure. Examples of the
narrow item domains that were considered are: Arithmetic with signed numbers (core
items 3, 16, 25), percent calculations (core items 2, 34, 36, 38), estimav.on skills (size,
distance; core items 6, 8, 9), and angular measurements (core items 17, 19, 21, 22).

The analysis steps are as follows. For a given hypothesized set of specific factors, a
confirmatory factor analysis run can be performed. The initial model may then be
refined in several steps. An inappropriate combination of items for a specific factor
gives rise to a low or negative variance component estimate for this specific factor.
Modifications may be assisted by inspection of model misfit indices. For this model a
useful index is related to the loadings of the specific factors, lsj, which are fixed to unity
in the baseline model. The sign and size of the derivatives of these loadings are of
interest. A positive value for a certain item indicates that if the loading is free to be
estimated, the estimated value will be smaller than one. In effect, this allows the
estimate of the variarice component for the specific factor at hand to increase. This is
because the specific variance component is related to the average correlation of the
specific factor items, conditional on the general factor, where the decrease in the factor
loading for a certain item means that the contribution from this item is weighted down.
Thus modifying the initial analysis, items that obtain very low or negative specific factor
loadings are candidates for exclusion from the set assigned to this specific fa~tor. This
modificatic a process may be performed in several iterations. In the analyses performed
for the SIMS data, this procedure appeared to produce substantively meaningful results
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in that the items that were singled out clearly had features that distinguished them from
the others in the set.

Table 2 gives the estimated variance components for core items corresponding to
three of the specific factors.

Table 2
Variance Components for Selected Items from the Core*

Specific Factors
Item General Percent Estimate Angular Measurement
Factor
AR 33(24) 9(9)
AR34 39(32) 9(9)
AR36 3227) 9(9)
AR39 35(26) 9(9)
MEO6 20(14 9(10)
ME(8 38(27 9(10)
MEQ 38(29) 9(10)
GE17 28(17) 11(12)
GE19 17(12) 11(12)
GE21 24Q17) 11(12)
GE2 43(30 11(12)

*Given in parenthesis is the estimate when controlling for mean level heterogeneity. (See section?)

It is seen that the variance contribution from the specific factors can be as large as 50% of
that of the general factor and are therefore of great practical significance. This is
particularly so since the sets of items for a specific factor correspond closely to
instructional units. Analyses of the rotated forms replicated most of the specific factors
found for the core.

The confirmatory factor analysis procedure described is a cumbersome one
involving many iterations and many subjective decisions. An attempt was therefore
made to find an approach which would involve fewer steps and a more objective
analysis. It was reasoned that if the influence of the general factor could be removed
from the item correlations, the remaining correlations would be due to the specific
factors alone. Such residual correlations could then be factor analyzed by regular
exploratory techniques, at least if nesting of specific factors within each other was
ignored. Given a proxy for the general factor, the residual correlations could be obtained
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by bivariate probit regressions of all pairs of items on the proxy, using the LISCOMP
program.

An attempt was first made to approximate the general factor for the posttest core
items with the posttest total score. However, this produced almost zero residual
correlations. Instead, the pretest total score was used for the posttest items. An
exploratory factor analysis of these residual correlations, using an orthogonal rotation by
Varimax, resulted in eleven factors with eigenvalues greater than one. 1ne
interpretation of these factors showed an extraordinary high degree of agreement with
the specific factors previously obtained. The best agresment was obtained for factors that
had obtained the largest variance component estimates. The exploratory analysis also
suggested a few items to be added to the specific factors as defined earlier. The
agreement of these two very different approaches is remarkable and it is interesting that
the pretest score appears to be a better proxy for the general factor at the posttest occasion
than the posttest score. This may indicate that the general factor is a relatively stable
trait related to the achievement level before eighth grade instruction; we note from
Table 1 that This Year OTL is the most prevalent category. Controlling for posttest score
may in contrast control for a combination of the general factor and specific factors.

It is interesting to note that analyses of the core items administered at the pretest
gave very similar results in terms of specific factors identified by the confirmatory
approach. This indicates stability of the specific factors over the eighth grade.
Attempting to compute residual correlations for exploratory factor analysis again gave
near zero values when controlling for the total score, the pretest this case, and this
approach had to be abandoned. '
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7. Modeling with heterogeneity in levels

The factor analysis of the previous section was performed under the regular
assumption of identically distributed observations, that is all students are assumed to be
sampled from the same population with one set of parameters. However, we have
already not. 1 that the students have widely varying instructional histories and that the
homogeneity of student populations is not a realistic assumption. This is a common
problem in educational data analysis which has been given rather little attention. We
may ask how this heterogeneity affects our analysis and if it can be taken into account in
our modeling.

Muthén (1988a) considors covariance structure modeling in populations with
heterogeneous mean levels. This research considers both the effect of incorrectly
ignoring the heterogeneity and proposes a method to build the heterogeniety into the
model. The method is directly applicable to the multidimensional factor analysis model
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considered in the previous section and can alse be carried out within the LISCOMP
framework. Consider the model of equation (7)

(11) y*=Lh+e

In the previous section we made the usual standardization of E (hi) = O for all
observations i and assumed V (hj) = y. However, we know that it is unrealistic to

assume that for example students from different class types have the same factor means

levels and we may instead want to assume that the means vary with class type such that
for student i in class ¢ we have E (hjc) = a¢c. As pointed out in Muthen (1988a) this may

be accornplished by considering in addition to (11) the equations
(12) hic =G Xe + Zjc

where xc represents a vector of class type dummy variable values for class ¢, G is a
parameter matrix, and zjc is a residual vector for student i in class c. We assume that
conditional on class type membership the factor means vary while the factor covariance
matrix remains constant,

(19) V (hicIx) =Y

The modeling also assumes that the matrices L and Q are constant across class types, so
that

(15) E (y*Ixd) =L G xc
(16) V (y*Ix)=LVL +Q

It is interesting to note that the assumption of constancy of the conditional covariance
matrix V (y* I xc) is in line with the findings of constancy of the homogeneity of

correlations found in Section 4.2.

The structure imposed on the parameter matrices of (15) and (16) may correspond
to an exploratory or a confirmatory factor analysis model. Muthen (1988a) points out
that the conditional covariance matrix of (16) is not in general the same as the marginal
covariance matrix V (y*). In our context this means that even when we have the same
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factor analysis structure in the different class types this covariance structure does not
hold in the total group of students. The approach outlined here essentially provides a
mean-adjusted analysis of pooled covariance matrices assumed to be equal in the
population. In our situation the analysis effectively is carried out on pooled tetrachoric
correlation matrices. This modeling has two impurtant outcnmes. The dimensionality
analysis can be carried out without distortion due to the differences in factor mean
leve!s across class types and the factor mean levels can be estimatad.

The above mean-adjusted analysis was carried out on the SIMS core iter. 3 using
the multidimensional factor model from Table 2 of the previous section. Factor mean
differences were allowed for class type using three dummy variables and also gender.
We will concentrate our discussion of the results on the factor structure. Despite large
mean differences across class type for the general achievement factor, a factor structure
very similar to the previous one emerged. The same specific factors showed large and
smal: variances, respectively. Hence, the potential for a distorted structure is not
realized in these data. The results are presented in parentheses in Table 2. It is seen that
the variance contributions to the general factor are considerably reduced as compared to
the first approach.

The reduction in variance contribution from the general factor is natural since
holding class type constant reduces the individual di* srences in the general
achievement trait due to selection of students. If the inference is to the mix of studes ts
encountered in the SIMS data the unreduced variation in the trait is the correct one, but
this variation is not representative for a student from any given class type. It is also
interesting to note that the specific factor variarices are not similarly reduced by holding
class type constant, presumably indicating that these specific skills are largely unrelated
to the student differences represented by class type.

8. Estimation of trait scores

Sections 5, 6, and 7 have considered various factor analysis models for the
achievement responses. Assuming known or well-estimated parameter values for these
models it is of interest to estimate each student's score on factors of these models. For
the standard, *1midimensional IRT rnodel estimation of the trait values is a standard task
which may be carried out by maximum likelihood, Bayes' modal (maximum a
posteriori), or expected a posteriori estimator (see for example Bock & Mislevy, 1986).
The instructionally sensitive models we have considered for the SIMS data have
however brought us outside this standard situation in the following three respects:
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() In line with Section 5 we want to consider factor score estimation that takes
into account that certain items have different difficulty level depending on the students’
OTL level.

(i) In line with Section 6 we want to consider factor scores for both the general
achievement factor and the specific factors in the multidimensional model.

(iii) In line with Section 7 we want to consi-ler factor scores estimation that takes
into account differences in student achievement level.

We note that (i) and (iii) are quite controversial since these points raise the issue
of estimating achievement scores based not only on the student's test responses but also
his/her instructional background. For example Bock (1972) has argued that prior
information on groups should not be used in comparisons of individuals across groups.
Nevertheless, it would seem that students who have had very limited OTL on a set of
test items will be unfairly disadvantaged in con'parison with students with different
instructional exposure. The aim may instead be to obtain achievement scores for given
instructional experiences.

Point (ii) is of considerable interest. While a rough proxy for the general
achievement score is easily obtainable as the total test score, the adding of items
corresponding to specific factors would involve only a few items resulting in a very
unreliable score. As a contrast. ~stimating the specific factor scores draws on the
correlated responses from all other items.

The following estimation procedure was discussed in Muthen and Short (1988)
and handles all three cases above. For various density and probability functions, g,
consider the posteriori distribution of the factors of h,

(19) ghly, ) =fthIx)gyIhx)/ glylx)

Here, the first term on the right hand side represents a normal prior distribution
for h conditional on x, where as before x represents instructional background variables
such as OTL and class type. In line with Section 7 the factor covariance matrix may be
taken as constant given x, while the factor means may vary with x. The second term on
the right ¥nd side represents the product of the item characteristic curves, which may
vary in difficulty across OTL levels as discv-3ed in Section 5.

Muthén and Short (1988) cons dered an example of the situation of (i) and (iii).
They generated a random sample of 1,000 observations from a model with forty items
measuring a unidimensional trait. Observations vere also generated from forty OTL
variables and five other background variables. All background variables were assumed
to influence the trait while the first twenty OTL variables had direct effects on their
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corresponding items, giving rise to exposure sensitivity in these items. Among other
results, Muthén and Short considered differences in factor score estimates using the
above method and the traditional IRT method. In Table 3 comparisons of the two
corresponding score distributions are presented by quartiles, broken down in two parts -
students with a high total sum of OTL and students with a low sum. The table
demonstrates that for students of he Ic ¥ OTL group, estimated scores are on the whole
higher with the new method, corresponding to an adjustment for having had less
exposure, while for the high OTL group the estimated scores are on the whole lower for
the new method.

Ongoing work by Muthén and Short investigates situation (ii) and the precision
with which scores for specific factors can be estimated. Once the estimated factor scores
have been calculated they may conveniently be related to various instructional variables
and may also be studied for change from pretest to posttest.

Table 3
Trait Estimates by Traditional and New Approaches*

LOW OTL GROUP
TRADITIONAL

NEW 2% 0% 5% 100% TOTAT
136 6 0 0 142
25% -1.323 -0.616 -1.293
-1.255 0.724 -1.233
10 125 5 0 140
50% -0.783 -0.361 0.037 -0.375
-0.624 0.338 -0.119 -0.351
0 13 m 7 131
75% -0.09%4 0.309 0.827 0297
058 0316 0.691 031
0 0 6 124 130
100% 0.691 1.282 1.255
0.834 1.308 1.286
TOTAL 146 144 122 131 543

-1.286 0.347 0317 1.257

-1212 0318 03% 125

n3
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Table 3 (Continued)
Trait Estimates by I'raditional and New Approaches®

HIGH OTL GROUP
TRADITIOAL
NEW R% 0% 5% 10% TOTAL
9 S 0 0 108
25% -1.306 -0.578 -1.245
-1.349 -0.743 -1.298
5 94 12 0 m
50% -0.726 -0.340 0.049 -0.315
-0.581 -0.366 -0.119 -0.349
0 3 110 5 13
7% <.167 0.325 0.870 0355
-0.222 0.522 0.640 0327
0 0 6 14 120
100% 0.653 1.386 1349
7182 1334 _1X6

TOTAL 104 106 128 119 A57

-1.278 -0.355 0.332 1.364

-1.312 -0.389 0.302 1.305

*Entries are:

Frequency
mean value by the traditional approach
mean value by the new approach

9. Predicting achievement

Given the explorations of the previous sections, we may attempt to formulate a
more comprehensive model for the data. Mrithén (1988b) proposed the use of structural
equation modeling for this task. He discussed a model which uxtends ordinary
structural modeling to dichotomous response variables while at the same time
extending urdinary IRT to include predictoss of the trait He studied part of the SIMS
data using a model which attempted to predict a unidimensional algebra trait at the
posttest occasion using a set of instructional and student background variables from the
pretest. The set of predictors used azid their standardized effects are given in Table 4.
While pretest scores have strong expecte effects, cluss type, being female, father being in
the high occupational category, and finding mathematics useful to future needs also had

(/:n“
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strong effects. The OTL variables had very small effects overall, perhaps due to the fact
that each item's OTL variable has rather little power in predicting this general trait.

Table 4
Structural Parameters with the latent Construct as Dependent Variable

Regressor Estimate Estimate/S.E.
PREALG 0.68 11
" PREMEAS 045 7
PREGEOM 0.33 5
PREARITH 209 16
FAED 0.07 1
MOED 0.02 0
MORED 0.18 3
USEFUL 045 7
ATTRACT 0.04 1
NONWHITE -0.02 0
REMEDIAL 0.07 1
ENRICHED 022 3
ALGEBRA 0.56 4
FEMALE 0.14 <
LOWOCC 0.02 1
HIGHOCC 0.12 3
MISSOCC 0.05 2
NONWXREM 0.10 1
NONWXENR 0.19 3
NONWXALG -0.18 -1
PREARITH X REM -1.45 -3
PREARITH X ENR -0.10 -1
PREARITH X ALG -0.54 -2
NONW X PREARITH -0.19 -1

Given the analysis results c” the previous sections, this modeling approach can
be extended to include a multidimer.sional model for both the set of pretest and posttest
itens, predicting posttest factc s from pretest factors, using instructional and student
background variables as covariates, and allowing for differential item functioning in
terms of exposure sensitivity. This work is in progress.

10 Analyzing change

The structural modeling Aiscussed in the previous section is also suitable for
modeling of change from pretest to posttest. In Section 4.3 we pointed out that in terms
of change the SIMS data again exemplified complex population heterogeneity. For each
item a student may belong to cither of three OTL groups, corresponding, to two types of
no new learning and learning during the year. To again reach the goal of instructionally
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sensitive psychometrics as stated in Section 3 for this new situation, we should explicitly
model this heterogeneity. However, to properly model such complex heterogeneity is a
very challenging task and this work has merely begun.

A basic assumption is that change is different for groups of students of different
class types and OTL patterns. In a structural model where posttest factors are regressed
on pretest factors the slopes may be viewed as varying across such student groups, where
students groups for which a large degree of learning during the year has taken place, as
measured by the set of OTL variables, are assumed to have steeper slopes than the other
students. This methods area shows a very large degree of scarcity of psychometric work.
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NON-COGNITIVE DATA
A Cross-national Perspective

W. Tzdd Rogers
University of British Columbia

a2
¢

I welcome this opportunity to share with you my experience when analyzing the
non-cognitive attitudinal data collected as part of SIMS. The resuits of that analysis may
be found in the attached paper and from which I will speak:

Rogers, W. T., & O'Shea, T. (1985). A comparative analysis of attitudes toward
mathematics of senior high school students in British Columbia, Ontario, and

the United Stat: 5. Canadian and International Education/Education
14, 39-58.

After summarizing this study and its results, I would like to make some
additional remarks concerning my view of secondary analysis and what can be done to
encourage such analyses.

ndary Anal f Pr ly Coll Data: Some Cominents

Studies such as SIMS, The National Assessment of Educaticnal Progress, and
state and provincial (in the case of Canada) assessments offer a rich source of data for
primary and secondary data analvses. This is particularly so in light of the periodic
replication or repetition of these studies.

Invariably, the first focus of these studies is to ancwer the questions initially
posed when seeking funding support. But, in recognition of the massive data sets
required to answer these primary questions, and the relative limited amount of
available funds, the principal investigators often include in their rationale for seeking
support for the study that the data will be made available to other researchers for
secondary analyses. The supposition here is that the data collected are amenable to
addressing questions other than those included in the primary set and, therefore, costs
can be amortized across a wider base or set of studies. In my opinion, this is appropriate.
Indeed, I advocated such an approach when assisting the Ministry of Education in
British Columbia establish its provincial assessment program.
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The paper I am discussing can be classified as a secondary study of the data from
the SIMS. Neither Tom O'Shea or I were involved in the creation of the data coilection
instruments. I did have some early involvement in the sample design for the province.
Therefore, I think we can be classified as people who accepted the invitation to look at
the IEA data from the Second Study. Our research was supported by the Sccial Sciences
and Humanities Research Council of Canada as part of a larger research project (under
the direction of Dr. David Robitailie} designed to complete fusther analysz: of the IEA
data beyond the analyses included in the initial IEA proposal. \

* What was our experience? First I would like to thank the SIMS project directors
for making available the data we used. Further, as questions arose concerning the
development and validati~ - of the attitude scales or the nature of the data set,
particularly with respect . sampling weights, they were graciously and quickly
answered. Such initial and continued cooperation is crucial to the success of a secondary
study. I therefore recommenc. that:

(i) support for such cooy zration be included in the initial funds provided for the
initial or primary study.

One problem which we had, and which we felt we could do something about,
was how to treat missing data. To our surprise, the file we received had not yet been
edited for missing data. Our concern was kow to treat such data so that our treatment
was consistent with that employed by the IEA in its own analyses, and in other analyses
of the [EA data. In our study, students who omitted more than three quarters of the
items of a score were removed from the file; missing data on individual items for an
indiviaual student were assigned the mid-point value of threz. But is this what others
would have done? A third and more difficult problem to solve centered on matching
student class data with teacher data in schools from which more than one class was
selected. This problem likely arose during data collection, when the data were initially
collected, or in data entry, when the data were transferred to the computer data file.
What ever the source, it was a preblem which we were not able to solve. Consequent.y,
we removed unmatched classes and teachers. To ensure comparability of data sets across
different analyses of the same data set, I recommend that

(i) data files be edited by the primary investigators to their (the data) release to
those wishing to do additional analyses of the data, and the editing procedure used be
clearly described in supporting documentation.

A related recommendation is that

(i) an intermediate data file containing descriptive statistics be provided by the
primary investigators to act as a check against which the secondary researchers may
verify that they have correctly accessed the data file.

-
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The last problem with which we tussled revolved around the measurement
scales. Clearly, the scales employed by SIMS were developed prior to our involvement.
Thus, we had to use what was available. As might be expected, we would have liked to
have made some changes. However, unlike the concerns above, we were not able to.
Indeed, fundamental to answering a research question is the validity of the data
collection instrument-tests, survey forms, interview schedules--in terms of that
questior:. If a researcher perceives that the instruments used and, hence, the data
collected are not appropriate for the research questions posed, then it is unlikely that
he/she will request a copy of the data set. I deliberately used the work perceived, for
very often the development and validation of the instruments used in the primary
study are not adequately described for others to gain a full understanding of these
instruments and their use. We found it necessary, for example, to contact the IEA
officials on more than one occasion for information beyond that contained in the
documentation provided. It is therefore recommended that

(iv) complete documentation in a form similar to that called for in the Standards
for Educational and Psychological Tests be provided by the primary investigators.

Consideration of the above issues together reveals that many of the concerns are
traceable to documentation. Recognition must be given to the needs of a secondary
researcher so that he/she comes to feel ownership of the data provided in much the
same way as ownership is felt when a researcher collects his/her own data. No small
feat, provision should be made when seeking support for the initial study to include
preper and full documentation of all elements of the primary research for use in a
secondary analysis of that data.
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A Comparative Analysis of Attitudes Toward
Mathematics of Senior High School Students in
British Columbia, Ontario, and the United States

Todd W. Rogers and Thomas O'Shea

The International Association for the Evaluation of Educational Achievement
(IEA) recently conducted its second study of mathematics. The portion of the
. study reported here deal with the attitudes toward mathematics of Grade 12
students in British Columbia, Grade 12 and 13 students in Ontario, and Grade 12
students in the US.A., some of whom were enrolled in Calculus courses.

Students responded to Likert-type items making up the following scales:
Mathematics in School, Calculators and Computers, Home Support for
Mathematics, Mathematics a:1d Me. Mathematics and Utility, Mathematics and
Gender, and Mathematics as a Process. For each scale a 5 x k ("country"-by-item, k
the number of items) median polish was used to analyze the unique and joint
effects of country and item. Resuits are reported in three areas: students' opinion
on the mathematics curriculum, personal perceptions of mathematics, and views
on the discipline of mathematics.

In general, students reported remarkably similar views on all scales. We attribute
this to the pervasive influence of American educational theory and practice and
to the structured nature of the mathematics curriculum. Students also appeared
to value mathematics for its practicality rather than for its intrinsic worth.

Introduction

In keeping with the basic design of the comparative assessments conducted by the
International Association for the livaluation of Educational Achirvement (IEA), the
Second IEA Study of Mathematics included an assessment of student opinions,
preferences, and attitudes toward a number of aspects of mathematics and mathematics
education. IEA is an association of educational research organizations and ministries of
education whose primary goals are to conduct educational research on an international
level and to assist member-states in undertaking cooperative research projects. IEA has
conducted international surveys i: the past, including the First Mathematics Study
(Husen, 1967) and the Six Subject Survey (Peaker, 1975; Walker, 1976). In the Second
Study of Mathematics the attituinal topics ranged from the nature of mathematics and
its role in society to specifics of the mathematics curriculum. As well, attitudes of
teachers toward mathematics as a process were assessed.

Justification for assessing attitudes comes not only from the tradition of [EA
studies, but also from the importance attached to affective variables in research and in
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the assessment of outcomes and processes of schooling. There continues the search to
find predictors from the affective domain, as well as from among personalogical and
process variables, to increase the accuracy of statistical models to explain and predict
variation in mathematics achieve...ent. Alternatively, affective measures are thought to
reflect outcomes of schooling. Affective variables, then, become outcomes to be
explained or predicted rather than variables to be used to explain or predict.

More relevant to the present study, however, is the use of affective measures to
assess how students perceive and respond to what is actually happening in schools.
Student responses to the affective items included in this survey reflect from the point of
view of the learner what is occurring in the mathematics classroom. Results on the
survey items not only are indicative of what happens in classrooms, but also reflect
prevailing opinions about mathematics in broader social contexts. Except for the
influence of school, there would be little reason for a student to have formed an opinion
about the importance of a particular mathematics concept or about the usefulness of
learning that concept.

Of particular interest in this paper are the differences and similarities between the
opinions, preferences, and attiturles of students from five "countries"--Grade 12 in
British Columbia (B.C.) Canada; Grade 12 and Grade 13 in Ontario (Ont.), Canada; and
Pre-Calculus and Calculus in the United States (U.S.). Factors which suggest that the
responses would be riore similar than different include the close proximity of Canac.
and the United States, the pervasive influence of American educational theory and
practice (Andrews & Rogers, 1982), and the structured nature of the mathematics
curriculum, Similaritie: - ould be particularly evident for students at comparable levels
of education: Grade 12 in B.C.,, Grade 12 in Ont., and Pre-Calculus in the U.S.; and Grade
13 in Ont. and Calculus in the US. On the other hand, Canada's commitment to
maintaii..ng and encouraging its own identity, particularly in Ontario where all
textbooks must be authored by Canadians, may result in differences in opinions and
attitudes.

In a_dition to the student responses, the views of teachers concerning the nature
of mathematics as a discipline were identified. Teachers also responded to four items
related to the second mathematics curriculum. Theee of these were involved in the set
of 15 presented to the students. The absence of a rationale supporting the selection of
these three items and the use of only four raises serious questions about the
comprehensiveness of cuverage. For this reason, the teacher responses to these items
were not ‘ncluded.

4
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Structure of the Items and Scales

Because there existed no apparent consensus in mathematics education of what
should be measured in the affective domain, the International Mathematics Committee
(IMC) proposed the following four guidelines for constructing attitude items:

* Items should address issues cf importance to mathematics educators,

* Responses to items should provide useful descriptive information,

¢ Items should permit the formation of scales, and

* There should be jtems from the first IEA study of mathematics (Kifer, 1979)-

Based on these guidelines, and following general discussions involving iMC
members and representatives of the IEA General Assembly, seven general domains
were identified. Table 1 contains a short description of each domain and the final
number of items in each. A copy of the final form of each scale is provided in the
Appendix of this paper.

Briefly, initial iteans were selected from the first [EA mathematics survey, the
National Assessment of Educational Progress in the US,, and from other existing
mathematics attitude scales. New items were written to provide adequate size pools for
each domain. Although responses to the items were structured differently depending on
the scale, a common five-point Likert format was adopted. An example of an item taken
from Mathematics in School and illustrative of the differences in structure is as follows:

Solving Equations

a) Important - Not important
Very Not Not at all
Important Important Undecided Important  Important

b) Easy- Hard
Very Very
Easy Easy Undecided Hard Hard



197

c) Like - Dislike

Like Dislike
alot Like Undecided Dislike aLot

‘These item pools were pilot tested in the U.S.,, and the results were used to select
appropriate items and to form scales. The scales wer~ then field tested in international
trials to evaluate the extent to which items translated well, were acceptable to the
participating countries, and possessed desirable psychometric prope: ties. The content
validity of the scales was reported to be satisfactory by mathematics eaucators in the
participating cour.tries. Estimates of internal consistency derived from the field testing,
hcwever, revealed that analyses of the item level, and not at the scale level, would be
appropriate for Calculators and Computers and Mathematics as a Process (Kifer, 1979,
personal communication).

Samples

Since the interest in the Second IEA Study of Mathematics vas focussed on
teaching and learning at the class level, probability samples of classes were selected from
each population of interest. A basic sample design was recommended, but countries
were permitted to make approved modifications. Table 2 summarizes the stratification
and selection procedures employed for each population. As shown, each sample may be
described as a deeply stratitied, multi-stage probability sample.

The overall response rates ¢ the class levels were 9% for B.C. and 86% for Ont.
For the US., school districts, schools, and classes were oversampled to allow for refusals.
The cooperation rates at each stage were approximately 50%, 75%, and 90%. Despite these
lower values, the desired sample sizes were achieved (Garden, 1985). Furthermore, the
obtained samples were comparable to other US. samples (Garden, 1985, Appendix 3).

Data Analysis

To facilitate examination of the relationship between student and teachers
responses on the Mathematics as a Process items, the item data files were first edited to
remeve respondents for whon: data were missing on entire scales, and then to remove
unmatched classes and teachers. irdividual items containing missing data were assigned
the mid-point value three (undecided). At the same time, the polarity of negatively
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Table1
Attitude Items and Scales
Description No of
Items Domain of Items Scales
1 Mathematics Attitudes toward mathematical topics and 15
in School (a) activities believed to be universally
part of mathematics curricula. Three
dimensions were considered: importance,
difficulty, liking,
2 Calculators View of the nature and usefulness of hand 8
and Computers calculators and computers.
3. Home Support Parental ability and support for the 9
for Mathematics  study of mathematics.
4. Mathematics Personal eaction to the study of 15
and Me mathematics in terms of feelings,
enjoyment, competence, anxiety, and
willingness to study more mathematics.
5. Mathematics View of the practical value of 8
and Utility mathematics in preparing for an
occupation and in everyday life.
6. Mathematics Views toward sex differences in 4
and Gender mathematical ability and the need to
know mathematics for career purposes.
7. Mathematics as View of the nature of mathematics as a 15
a Process (b) discipiine...as a set of rules ora

field where creativity, speculation,
conjecture, and heuristics are
important; as a field with fixed or
changing content.

(2) The first three items of this scale, and an additional item,
teachers. These items were not included in the present s

questionable selection and comprehensiveness of these four items.

() Presented to both students and teachers.
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Table 2

Stratification and Selection Procedures

for the Sample Clasees
Grade 12 Grades 12& 13 Pre<cale. & Cale.

BC. Ont. uUs.

Popul-tion Grade 12 students 1. Grade 12 students Students in public and

Definition in public schools in publicand private  private schools enrolled

enrolled in Algebra schools enrolled in in 4th year mathematics

12, Grade 12 Mathe- courses with prerequi-

matics sites of thres years of

secondary level mathe-

2. Grade 13 students matics (Algebra and

in public and pri- Geometry).

vate schools

enrolled in at

lomst two of

Relations,

Calculus, and

Algebra

Students in private Students in special

schools were schools for foreigners

excluded (approx. and schools with no

3% of Grade 12 fixed timetable were

population). excluded.,

Stratifica- Geographic regions Geographic region, Public/Private

tion regularly used by size of community, regional standard

Ministry of Education, public/private, metropolitan

and school size. /French statistical ares,

rationt of Grade 13 status code.
and Grade 12.

Selection of A) Proportional Proportional alloca-
allocation of tion of classes to
clasess to stmata strata,

b) Allocation of Allocation of sample
sample to schouls to school districts
categ.rized by categorized by size.
size,

<) Allocated number Five schools selected Two schools propor-
of schools proportional to number  tional to size.
selected propor- of Grade 13s.
tional to size.
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d)Oneor, in a few One Grade 12 class Two clasees randomly
Casa8, two or plus one class from selected from sampied
three randomly each of Relations, schools. (Private clase
selected from Algedbra, randomly sample tationally in two
samples schools, selecd from sampled  stages: schools selected
schools, proportional to size and
two clasees randomly
selected from sampled
schools).
€) All students in All students in All students in selected
selected clasees. selocted classes, classes.

Source: Garden, R. A. (1985).

worded items was reversed. The result was a consistent, matched student within class-
teacher file. The final sample sizes for each country are summarized in Table 3.

Internal congistency. Before proceeding to the statistical analyses cond ucted to
investigate the research hypotheses, item analysis (Nelson, 1974) were performed for
each scale and sample. The results are reported in Table 4.

Examination of these da‘a reveals that the properties of the items ard scales are
quite comparable among the five student samples and for the teacher sample on the one
scale. Furthermore, these results are similar to the results from the international trails
(s#e Kifer, 1979), and analysis only at the item level is warranted for Calculators and
Computers and Mathematics as a Frocess. Consequently, given the desirability of a
uniform approach to analyses across scales, "item" was included as a factor along with
country. :

Unit of Analysis. Related to the previous decision was the question of which unit
of analysis—student's class~should be used to examine the country and item factors.
Much controversy surrounds this issue (see, for example, Hopkins, 1982).

In line with the approach taken by Kifer (Travers, to appear) item scores were
aggregated (0 the class level. It was felt that, because testing took place at the end of the
school year, che assumption of independence among students within class v-as difficult
to justify. On the other hand, the #"sumption of independence between classes and,
particularly between teachers within schools, was held to be tenable. Initial examination
of between class and between teacher differences in schools where more than one class-
teacher was assessed revealed distinct differences. As a consequence,

o>
) ~—-
~1




Table 3

201

Final Student, Class, and Teacher Sample Sizes

Nuaber of Number ~¢ Class Size
Teachers Country Students Classes Mean sd. Range
Grade12 BC. 1943 95 205 68 3-35 "'
Grade 12 Ont. 1236 55 225 56 9-57
PreCalculus US. 3861 207 188 74 345
Grade 13 Ont. 3143 175 180 6.9 1-32
Calcuius Us. 731 43 17.0 63 3-30
Table 4
Mean, Standard Deviations, Internal Consistencies, and
Range of Item-Scale Correlations
Internal
Con. &
Ranges
No of. Item Ite: Item-Scale
1. Mathematics 15 12BC. 3.65 045 v, .03-.58
in School 120nt. 35 (.52 g <] 02-61
Importance Pre-C. US. 3.75 0.49 8 .14-59
130nt. 3.77 0.51 §.24 .10-.60
Calc. US. 3.87 0.45 80 13-.60
Difficulty 15 12BC 335 0.45 80 24-54
120nt. 333 0.48 81 32-54
Pre-C. US. 341 0.45 » 29-51
130nt. 34 0.50 k.73 .28-.55
Calc. US. 355 0.49 81 29-54
Liking 15 12BC. 309 047 78 .03-50
120nt. .02 0.51 51 J12-51
Pre-C. US. 3.0 0.49 .78 14-47
130nt. 314 0.51 78 .08-.52
Calec. US. 313 0.49 77 12-51
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2. Calculators 8 12BC 353 050 - 62 00-47
and Computers i20nt 3.50 0.45 48 -11-36
Pre-C. US. 3.64 0.46 5 -.02-39
13 Ont. 355 0.48 54 00-42
Calc. US. 365 0.44 51 .04-40
3. Home Support 9 12BC. 3.34 0.64 76 31-53
for 120nt. 342 0.63 73 31-55
Mathematics Pre-C. US. 354 0.60 73 34-56
130nt. 333 0.62 74 .26-.55
Calc. US. 352 0.58 72 .26-.58
4. Mathematics 19 12BC. 357 .087 87 01-72
for Me 120nt. 345 0.64 91 27-77
Pre-C. US. 3.69 0.56 89 21-72
130nt. 362 0.59 90 27-71
Calc. US. 379 0.53 88 24-74
5. Mathematics 8 12B.C 346 0.59 .78 .40-56
and Utility 120nt. 363 0.63 78 43-56
Pre-C. US. 391 0.55 74 36-52
130nt. 371 0.59 75 39-54
Calc.US. 1395 0.54 74 .35-53
6. Mathematics 4 12BC. 380 1.00 87 .59-81
and Gender 120nt. 390 0.85 81 49-.69
Pre-C. US. 385 0.93 8 52-.74
130nt. 38 0.90 81 .52-.69
Calc. US. 3585 1.00 87 .59-.79
7. Mathematics 15 12BC. 3.16 0.37 58 12-35
as a Process 120nt. 319 0.35 57 04-40
Pre-C. US. 328 0.35 57 06-37
130Ont. 329 0.37 61 .10-39
Calc.US. 335 0.37 63 05-44
II. Teachers

Mathematics 15 12B.C. 364 0.33 55 -07-40
as a Process 12Ont. 365 0.33 61 -.02-.48
Pre-C. US. 363 0.41 74 -.04-.50
13 Ont. 3.66 0.36 .65 .08-.53
Calc. US. 362 036 63 0.02-43

(a) Hoyt (1941)
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students were aggregated to the class level, yielding a class-by-item matrix for each scale
and. country.

The class median was used as the aggregated class-item score. Resistant to
outliers, it was felt that th> median would provide a more valid measure of class
performance than the more typically used mean.

Statistical analysis. A 5 x k (country-by-item, k the number of items) median
polish (Tukey, 1977; Welleman & Hoaglin, 1981) was used to analyze the unique and
joint effects of country and item. Similar to analysis of variance, the median polish is
based upon the additive model, but fits the model by finding row and column medians
and by using iteration to obtain a final solution. Row effects indicate the extent to which
countries responded more or less positively to the k items in a scale. Column effects
correspond to item effects and indicate which items were responded to more or less
favourably. Finally, cell entries contain th- -siduals. Countries or items which fail to
follow a general pattern established by other countries or items will produce residuals.
These represeit unique patterns of response by students in a particular country to
particular items.

The median polish was completed separately witkin each scale using the
computer program Minitab (Ryan, Joiner, ¢ Ryan, 1982) with two complete iteratic ns.

As is the case for other expleratrry data analysis techniques, the median polish
does not have an accompanying statistical hypothesis-testing procedure to identify
significant effects. Instead, Tukey (1977) recommends the use of judgment, taking into
account the nature of the distribution of effects. Examination of the distributions in the
present study revealed that many of the effects were either equal to zero or close to zero.
Application of a rule of thumb based on hinges and multiples of the H-spread suggested
by Tukey (1977, p. 383) led to inconsistent findings across item effects and country-by
item effects. In some instances the largest item effect was within the upper and lower
hinges for items, while country-by-item effects of smaller magnitude were outside these
hinges of residuals. To try to clarify the situation, a 5 x k fixed effects analysis of variance
was performed in which "item" was treated as a repeated measures factor. The effect
sizes yielded by this analysis were very similar in magnitude to those produced by the
median polish. And, as with Tukev's rule, inconsistent findings were observed: small,
near zero effects were significant (p. 01, Greenhouse-Geisser and Hunyh-Feldt
probabilities (Kirk, 1,82, pp. 259-262) in the case of students, but not for teackers. The use
of class medians rather than individual student scores accounts for this increase in
power.

Therefore, favouring a uniform procedure, the following rule was used: effects
less than 0.20 in absolute value were considered non-significant and equal to zero. This
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cut-off corresponded in most instances to a natural breakpoint in the distributions of
median polish effects, reflected fairly the skewness cf these distributions where it
existed, and represented a difference of 10 percent, the minimum considered necessary
for interpretation.

To help clarify the presentation and discussion of results, the scales have been
divided into three groups. The first group deals with the mathematics curriculum and
contains the Mathematics in School scales and the Calculators and Computers scale. The
second group centres on personal perceptions of mathematics, and included the Home
Support, Mathematics and Me, Mathematics and Utility, and Mathematics and Gender
scales. Lastly, the third group concentrates on views of the discipline cf mathematics and
contains the Mathexnatics as a Process scale.

Student Perceptions of the Mathematics Curriculum

Results on the Calculators and Computers items indicated that, generally, Grade
12 Students in B.C., Grade 12 and 13 students in Ont., and Pre-Calculus and Calculus
students in the U.S. were positive about the efficacy and benefits of calculators and
computers (median item score = 3.60). They considered the 15 topics and activities in the
Mathematics in School scale to be somewhat important (m = 3.58). They were, however,
undecided about the difficulty of many of the topics and activities (m = 3.03)-

These overall findings held up across the five countries. As might have been
predicted from consideration of the means listed in Table 4, the country effects produced
by median polishing the corresponding country-by-item matrices were all less th>x, 0.20
in absolute value.

Examination of the country-by-item effects revealed essentially the same finding.
Of the 265 residuals, only 33 exceeded the significance criterion, and of these, only 16
could be reasonably explained. Not unexpectedly, Grade 13 students in Ont, and to a
greater extent, Calculus students in the U.S. indicated that differentiating and integrating
functions (Items 10, 13, Mathematics in Schooi) were activities which were more
important, relatively easy, and best liked. The U.S. Calculus students also considered
drawirg graphs of fuzictions (11) and finding a limit of a function (12), two related
activities, to be more iraportant. They also indicated proving theorems (6) was
somewhat less important and they tended to dislike this topic. This set of findings is
attributable to the differences in curriculum between the rountries. Grades 12 students
in B.Cand Ont. and Pre-calculus students in the US. are typically not exposed to calculus.
Students in Grade 13, Ont. generally are exposed to a variety of advanced topics
(trigonometry, geometry, advanced algebra, calculus) while the calculus students
concentrate for the most part on calculus. It seems likely that the negative feelings
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expressed by U.S. calcylus students toward proving theorems can be attributed to their
recent experience with proof in calculus.

The remaining significant residuals either failed to form meaningful patterns or
were not easily explained. For example, it is not clear why, in comparison to the other
students, Grade 12 students in Ont. found memonzing rules and formulas (2) more
important, relatively less difficult, and more to their liking. Nor is it clear why Grade 12
students in B.C. particularly enjoyed investigating sequences and series (9), why U.S.
Calculus students found determining the probability of an outcome (13) difficult, or why
Grade 13 students in Ont. considezzd getting information from statistical tables (4) less
important. Thus, except for the country-by-item effects explained by exposure to calculus,
students from B.C., Ont., and the U.S. had similar perceptions of the topics and activities
presented.

Item differences. In contrast to the absence of country differences, there were
several significant item effects. These items are shown in Figure 1. The median item
scores listed at the zero effect point provide a reminder of the overall position of each
item set.

Effect Size
0
< -10 02 02 10
Mathematics in Schools: ' X >
. 358 ) 3 1
Importance . S — Important
: b) 2 5
Diffculty 3327 15 4 .
c — gy ~— Eas
6 :l a1 1 15 y
2 ! 38' 5
Like —— S v Like
6 1 Co2 15
5/ 260 2
Calculators and Computers T - 5 1_7 ‘3" Positive View

Polarity for negatively worded items has been reversed.

Figure 1. Items Related to the Mathematics Curriculum

1. For all three groups, the findings presented here are based upon the detailed
results available from the authors.
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Two of the five: items considered most important were checking an answer by
going back over it (1) and memorizing rules and formulas (2). These two activities were
also two of the three least liked. The impcrtance assigned to these tedious, relaiively
disliked activities may be explained by the practical orientation of the students. As will
be seen later, student responses to Mathematics and Utility items suggested that the
students do not study mathematics because they like it or find it intrinsically interesting,
but rather because of its practicality.

The greater importance attached to solving equations (5) and solving word
problems (3) is also consistent with this practical view of mathematics. The students did,
however, react differently in their assessment of the difficulty of these activities; solving
equations is easy, while solving word probiams is more difficult. This difference may
reflect the greater complexity of solving word problems; a problem must first be
understood and correctly translated into an equation which then must be solved. This
notion that more complex activities are rarceived to be more difficult than simple
straightforward activities can also be seen in the ratings of the d ficulties of the
following four activities: "proving theorems" (6) and “integrating functions" (13)--more
difficult; "getting information from statistical tables" (4) and "drawing graphs of
functions” (I1)-less difficult (easy).

The fifth most important activity, “using a hand-held calculator” (15), was also
the easiest ard best liked activity of the 15 considered. When asked to react to specific
issues related to calculators and computers, the students were equally, but judiciously,
enthiisiastic. They disagreed that calculators eliminated the need to learn to compute (2,
Calculators and computers), and they felt that calculators were not particularly useful in
learning different mathematical topics (3). The use of calculators did not ameliorate
their dislike for solving word problems (4) (suggesting that the interpretation and
translation of word problems is what students most dislike). The students agread that
computers were beneficial (5,8), and endorsed the suggestion that "everybody shouid
learn something about ¢ smputers” (7). These findings are congruent with the
prominent role played by calculators and computers in a modern technological society,
reflect the practical orientation of the students, and are indicative of the strong emphasis
being given to learning about and how to use calculators and, especially,
microcomputers in today's schools.

Personal Perceptions of Mathematics
In general, Grade 12 students in B.C., Grade 12 and 13 students in Ont., and Pre-
calculus and Calculus students in the U.S. shared the same perceptions of their parents’
ability in and support for mathemaiics, enjoyed to the same extent and felt equally
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competent studying mathematics, felt the same way about the importance of
mathematics in preparing for an occupation and the usefulness of mathematics in
everyday life, and held common views about the mathematical capability of boys and
girls.

Two country effects exceed the minimum criterion for significance. Both Pre-
calculus and Calculus students in the U.S. were stronger in their view that mathematics
is important in p--eparing for a job and in solving everyday problems. Mathematics and
the sciences enjoy’ a relatively high profile in the U.S. Considered a world leader in
scientific advances and industrial development, mathematics and science are
continually stressed. National ills of the country are often traced to the failure of the
schools, and frequently to the failure of the schools to provide an adequate education
and training in mathematics and science. The magnitude of involvement in like
activities in Canada and the competitiveness of Canadians appears not to be as great.

Thirteen of the 200 country-by-item effects were significant. Again, not all appear
to be meaningfu.. Of the 13, only six could be reasonably explained. U.S. Calculus
students perceived their mothers as enjoying mathematics less and as less capable of
assisting them with their homework (2, 4, Home Support). Given that these students
were studying calculus, and that fewer women than men in the past studied
mathematics beyond senior high school, and therefore, calculus, these findings are not
surprising.

The U.S. Calculus students were more confident of their own ability to do
mathematics (6, 11, Mathematics and Me), ard to become good mathematicians (12).
Presumably among the most able students in school, they strongly looked forward to
taking more mathematics (4).
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Mathematics and Me

Mathematics and Gender

Mathematics and Utility

Item differences. The median polish yielded several significant item effects,
particularly for items in the Home Support and Mathematics and Me scales. The
significant items are shown in Figure 2.

Effect Size
0
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Figure 2. Items Related to Personal Perceptions of Mathematics

Polarity for negattvely worded items has been reversed.

As shown in the Home Support scale, the students felt that their parents
considered mathematics to be an important subject for them (the students) to study (6,
7), and that their parents encouraged them in their mathematical studies (8, 9). They did,
however, feel that their parents usually were not very interested in helping them with
mathematics (5). They questioned the ability of both their fathers (3) and, especially, their
mothers (4) to do their homework, and indicated that their mothers tended not to enjoy
mathematics (2). If these latter perceptions are accurate, then the observation that their
parents, while supportive, are disinterested in assisting them with their work is
understandable. It seems apparent that the students believed that the mathematics they
were studying 'was beyond that studied by their parents. Stili this did not appear to
diminish the positive disposition of the parents toward their children's study of
mathematics or their desire for their children to do well (9).
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The students’ perceptions about themselves were less clear. They wanted to do
well in mathematics (1, Mathematics and Me). In general, they felt competent, but, with
the exception of US. Calculus students, the students were uncertain that they could ever
become good ma.nematicians (12). They were also undecided as to whether they were
looking forward to taking more mathematics (3). Furthermore, they were unsure about
spending a lot of their own time doing mathematics (10) and working for a long time to
understand new ideas (14). Confronted with a problem they could not solve, they
reported that they felt “lost in a maze" from which they could not find their way out
(19). Yet, when they sclved a problem, they felt good (4). Though mathematics did not
make them "happy” (15), nor was it "fua” (18), the students did not fear taking
mathematics (16).

Taken as a whole, these findings are not toc surprising. They are consistent with
what would be expected from students who felt they "had" to take mathematics. The
high retention rates 4nd graduation requirements of Canadian and American schools
result in more students than just the academically able taking senior level mathematics.
For the majority, mathematics may be more a means to an er 4, and not an end in itself.

This conjecture is supportec by the effects observed for the Mathematics and
Utility items. There was general agreement that ma*hematics was needed in everyday
life (4, 5, 7). The students further agreed that knowladge of mathematics is necessary for
most occupations (8), although they were not as sure that most mathematics had
practical use on the job (6), or that most people actually used mathematics in their work
(2). It appears the students believed that, in order to get a job, it was necessazy to study
mathematics, but what was actually covered was not always relevant to what was
needed. Support for this interpretation can be seen in the differential importance
assigned to some of the topics and activities of the mathematics curriculum. Moreover,
this helps explain some of the indecision noted in the students' self-perception.

The students displayed a high degree of support for the equality of boys and girls.
They agreed that 2 woman needs a career as much as a man (4, Mathematics and
Gender), and that there were no differences between boys and girls in their ability in and
need for mathematics.

Student and Teacher Perceptions of Math natics as a Process

The students were, in general, uncertain about the nature of mathematics as a
field of study (median item score 3.42). Their teachers, while not always consistent, were
generally more decided (m = 3.74). No country effects were found, and, excep! {or a
consistent country-by-item effect which revealed teachers in B.C. were less rule oriented
(5,9, 10, 11), no meaningful residuals were observed. As before, there were item
differences for both students and their teachers.
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The teachers were somewhat inconsistent it their view of mathematics as a
changing field. They agreed that there had been recent discoveries in mathematics (12),
but were undecided about changes in the near future (1). While more consistent, the
students were essentially undecided about whether or not mathematics is a changing
field.

Teachers generally agreed that mathematics provided the opportunity for
originality (3, 8). The students were less sure. The students tended to disagree that
learning mathematics involved mostly memorizing; the teachers clearly disagreed (8).

Both teachers and students agreed that "mathematics helps one thing logically"
+ (15). When asked if "mathematics helps one think according to strict rules” the teachers
agreed, while the students were undecided (5). The students wer: clearly undecided
about whether or not mathematics was a set of rules; their teachers tended to disagree
(13). The students though, were more rule oriented in their solution of mathematics
problems (9, 11). Somewhat contrad story to these rules, students tended to agree that

trial and error can often be used to solve a problem, while their teachers were less
decided (10).

Effect Size
-1.0 02 Q2 12
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5 1 10 13 ‘6 7 8

Polarity for negatively worded items has been reversed.

Figure 3. Items Related to Mathematics as a Process
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Takea: together, these results suggest that, in general the teachers were more
process oriented than their students. This finding is in keeping with the suggestion that
the greater the experience, the greater the process orientation. But the lack of a process-
oriented view of mathematics by the students is somewhat puzzling. As senior level
students, they ostensibly have had a fair amount of experience in mathematics. This
leads to questions about the type of expeiience they have and the way in which
mathematics is taught. It may be that the students, with their pr-ctical orientations,
focussed on answering a problem correctly by the "right" rule, and that they cared Litle
about how rules operate or from .shere they came All that was needed was tc know the
right one and how to apply it. Teachers, with more nathematics education and
experience, appear to be more insightful about the derivation and use of rules. It seems,
though, that their teaching may be less process oriented, with stress placed on a "right
rule--right answer" approach.

Summary

Overall, the findings presented and discussed support the similarity nypothesis
suggested in the introduction, and reflect a practical view of mathematics. Grade 12
students in B.C., Grade 12 and 13 students in Ont. and Pre-calculus and Calculus students
in the U.S. indicated practicality, and non-intrinsic worth, as the reason for studying
mathematics. For the majority, mathematics appeared tc be a means to an end, and not
as end in itself.

Consistent with this view, the students considered the 15 curriculum topics and
activities presented to be important, but they were unsure of their difficulty and less
likely to like them. The students indicated that, although they would take more
mathematics, they were uawilling to commit much of their "own" time in studying
mathematics, and felt uncomfortable with new problems. Instead, they saw mathema*ics
not so much as a field involving speculation and conjecture, but as a field in which
preblems were solved by a "learned, right" rule.

These recults are disappointing tut understandable. It is to be hoped that students
in senior mathematics class would have a more process oriented, somewhat less
utiritarian view of mathematics. This is not to say that practicality does not have a place;
rather it i8 a question of ba’ance. Why this balance was not more evident is attributable,
at least in part, to the prevailing opinions held by many that mathematics is a service
course, and to the way in which it is likely taught. The mathematics curriculum, as
presently structured, favours a more linear, systematic approach, with little room for
considering the development of mathematics as a field of study.
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If these perceptions are indeed accurate, then students will need not only a "how
to do it” acquaintance with mathematics, but also greater understanding of its place in a
rapidly changing technological society, both in terms of its impact and its potential.
Helping students to explore the nature of mathematics, as well as how to do it, is an
importan' aspect of the development of a mathematically literate society.
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Appendix
Items and Scales
Mathematics in School

l.Cheddnganmwatoaproblembygoh\gbuckoverit.

@ very important  undecided not not at all
important important important

®) very easy ensy undecided hard very hard
© alot like undecided dislike dislike a lot

2. Memorizing rules and formulas. (response categories for all remaining items in this
group are as shown for the first ‘tem)

3. Solving word problems.

4. Getting information from statistical tables.

5. Solving equations.

6. Proving theorems.

7. Using vectors.

8. Working with complex numbers.

9. Investigating sequences and series.

10. Differentiating functions.

11. Drawing graphs of functions.

12. Finding a limit of a function.

13. Integrating functions.

4. Determining the probability of an outcome.

15. Using a hand-held calculator.

Cakulators and Computers
(Items marked * in this and the remaining scales are negatively worded)

*1. It is less fun to learn mathematical ideas if you use a hand-held calculator.

strongly disagree undecidec  agree strongly
disagree agree
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If you use a hand-held calculator you do not have to learn how to compute.
(Response categories for the remaining items in this and other scales are as shown
for the first item.)

Using a hand-held calcuiator can help you learn many different mathematical
topics.

Solving word problems is more fun if you use a “:and-held calculator.
Computers solve problems better than peopie do.

Using computers makes learning mathematics more mechanical and boring.
Everybody should learn something about computers.

Computers do lots of good things for people.

Home Support for Mathematics

My father seems to enjoy doing mathematics.

My mcther seems to enjoy doing mathematics.

My father would usually be able to do my mathematics homework problems if I
asked him for help.

My mother would usually be able to do my mathematics homework problems if I
asked her to help.

My parents are usually very interested in helping me with matkematics.

My mother thinks that learaing mathematics is very important for me.

My father thinks that learning mathematics is very important for me.

My parents encourage me to learn as much mathematics as possibie.

My parents want me to do very well in matitematics class.

Mathematics and Me

I really want tv do well in mathematics.

My parents really want me to do well in mathematics.

I am looking forward to taking more mathemaiics.

I feel e0od when I solve a mathematics problem by myself.

I usuaily understand what we are talking about in mathematics class.
I am not so good! at mathematics.

I like to help others with mathematics problems.

If I had my choice I would not learn any more mathematics.
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*10.
*11.
*12.
*13.
14.
15.
*16.
17.
18.
*19.

I feel challenged when I am given a difficult mathematics problem.

I refuse to spend a lot of my own time doing mathematics.

Mathematics is harder for me than for most persons.

I could never be a good mathematician.

No matter * >w hard I try I still do not do well in mathematics.

I will work a long time in order to understand a new idea in mathematics.
Working with numbers makes me happy.

It scares me to have to take mathematics.

I usually feel calm when doing mathematics problems.

I think mathematics is fun.

When I cannot figure out a problem, I feel as though I am lost in a maze and
cannot find my way out.

Mathematics and Utility

- Itis important to know mathematics in order to get a good job.

Most people do not use mathematics in their job.

I would like to work at a job that lets me use mathematics.
Mathematics is useful in solving everyday problems.

I can get along well in everyday life without using mathematics.
Most of mathematics has practical use of the job.

Mathematics is not needed in everyday living.

A knowledge of mathematics is not necessary in most occupations

Mathematics and Gender

Men make better scientists and engineers than women.
Boys have more natural ability in mathematics than girls.
Boys have to know more mathematics than girls.

A woman needs a career just as much as a man does.

Mathematics as a Process

1. Mathematics will change rapidly in the near future.

Mathematics is a good field for creative people.
There is little piace for originality in solving mathematics problems.
New discoveries in mathematics are constantly being made.
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*5. Mathematics helps one to think according to strict rules.
6. Estimating is an important mathematics skill.
7. There are many different ways to solve most mathematics provlems.
8. Learning mathematics involves mostly memorizing.
9. In mathematics, problems can be solved without using rules.

10. Trial and error can often be used to solve a mathematics problem.
*11. There is always a rule to follow in solving a mathematics preblem.
*12. There have not been any new discoveries in mathematics for a long time.

13. Mathematics is a set of rules.
14. A mathematics problem can always be solved in different ways.
15. Mathematics helps one to think logically.

The research reported in this paper was supported by a grant from the Social Science
and Humanities Research Council of Canada (No. 410-83-0702). We would like to
thank Robert Prosser for his able assistance in carrying out the data analysis.
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STATE . ONTROL OF THE CURRICULUM:
POLITICAL INCORRPORATION AND IMPLEMENTATION OF THE
CURRICULUM

David L. Stevenson
Office of Research
U.S. Department of Education

David P. Baker
Department of Sociology
Catholic University of America

The emergence of the modern nation-state and the emergence of mass education
are closely intertwined. The development of modern nation-states relied, in part, upon
several functions of formal schooling, such as the creation of citizens, the establishment
of a legitimated system of economic and political allocation and the socialization of a
labor force for a national economy. At the same time, agencies of the state provided
resources for funding and chartering of educational expansion and, thereby, influenced
the organization and content of educational activities.

In this paper, we investigate an aspect of the relationship between the state and
schooling, the state's control of the curriculum. We examine whether national siate
regulation of the curriculum is related to curriculum implementation in the classroom.

The linkages of macrosociological character®stics, such as state control, to
microsociological characteristics, such as implementation of the curriculum, are seldom
studied because of extensive data requirements. To examine such an issue, we have
created a large comparative data set of 15 educational systems with information on the
political incorporation of education as well as implemencation of curriculum in the
classroom.

Political Incorporation of Curriculum Cuntrol

In assessing the relationship between the state and educaution, Ramirez and
Rubinson (1979) contend that world-wide growth in state authority and power increases
the political incorporation of education. They suggest that the political incorporation of
education can explain several recent trends in education.

*This is an early draft of this paper. The final version will be published in Sociology of
Education and that version of the paper should be cited.
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One major trend is the world-wide expansion of formal schooling as measured by
enrollment rates. Ramirez and Rubinson find that the state's authority and power are
clearly related to growth in enrollmes .... in all public sectors (primary, secondary and
tertiary) of schuoling. They also argue that the political incorporation model generaily
fits results from other studies of the growth in enrollments (e.g., Boli, Ramirez & Meyer,
1985; Meyer & Hannah, 1979) and that there is a lack of empirical support for either
human capital or status conflict accounts of educational expansion (Rubinson, 1986).

A second inajor trend is the growth in the number of educational systems w.th
compulsory schooling laws. A recent study of the compulsory schooling laws in ;he
19th century indicates a relationship between political incorporation and the passage of
compnlsory schooling laws (Ramirez & Boli, 1987).

What has not been adequately stud:od is whether the political incorporation of
education influences educational activities in the classroom. We examine this issue for
one significant educational activity, implementation of the curriculum in the
classroom. Ramirez and Rubinson (1979) discuss the proposed research question as a
needed critical test of the political incorporation model of the relationship between the
state and education.

Official Curriculum and the Implemented Curriculum

There is a renewed interest among sociologists in the study of state control and
the content of the official curriculum. For example, an area of consider=ble interest is
*he changing content of national curriculum and the process by which a curriculaz
subject is defined and iustitutionalized as a legit' mate subject (e.g., Goodson, 1988;
Goodson & Ball, 1984). These studies examine the historical development of the
curricula, with an emphasis on how local politics shape the contents and definition of
the official curricula (Apple, 1979). From an institutional perspective, others have
anzlyzed the increasing homogeneity in the subject composition of official curricula of
national educational systems from 1920 to 1985 (Benavot & Kamens, 1989; Benavot,
Kamens, Wong & Cha, 1988).

Although these studies differ in their theoretical perspectives, they all focus on
the official curricula of schooling. The officia! curricula is part of an elaborate
classification system that defines the appropriate categories of instruction. Schools
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incorporate these categories into their organizational structure and activities (Meyer &
Rowan, 1978). If the official curriculum requires the study of mathematics, schools
create departments of mathematics, hire teachers of mathematics, and offer coirses in
mathematics.

Schools tightly control and monitor being in compliance with the subject
categories of the official curriculum (Meyer, 1983). School officials are concerned that
the curricialum ‘fit' the state mandated curriculum. For example, they are concerned as
to whether they offer the appropriate classes of algebra, world geography, and other
subjects. By being in conformance with the categories of the official curriculum, schools
maintain their legitimacy, gain access tc resources and avoid sanctions, such as a loss of
accreditation (Meyer & Rowan, 1978).

While schools tightly monitor tieir curricular offerings, there is variation in the
degree to which there are organizational controls over the implementation of the
official curriculum in the classroom.

Organizational Controls Over Instruction

Instruction is part of the technical activity of schools and or:e of the educational
outputs of schooling. In systems that are more loosely coupled, such as in the U".S,,
educational organ.zations exercise weak bureaucratic controls over instruction. This is
because in these systems the technical activities of schooling, instruction and learning,
are buffered from inspection and assessment. Schools seldorn attempt to assess these
organizational outputs of schooling, in part, because of a lack of market pressures. The
technical environments of schools in *k 2se types of systems do net provide significant
constraints as neither the survival nor profitability of the school is determined by the
quantity or quality of instruction. While schools keep elaborate records of certain types
of educational outputs such as attendance, course enrollments, anG number of
graduates, they seek to avoid inspection of in< ruction. Thorcugh and frequent
inspections of instruction may reveal inconsistencies and inefficiencies, thereby cicating
a challerge to existing organizational arrangements (Meyer, Scott & Deal, 198 >,
Teachers, in these types of systems, have a great deal cf autonomy and discretion in. :he
handling of instruction and learning. They often modify the official curriculum to meet
their needs or those of their students, and, therefore, teachers teachirg the same subject
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within a school may differ in the amount of material covered, the type of topics covered,
the amount of time spent on instruction, and the use of curricular materials.

In cther educational systems, the control of the curriculum and its
implementation is greater. Classroom processes in these systems are less buffered from
external influence. The technical environments of these schools are more clearly
defined and influence larger segments of educational acHvities,

We argue that the degree to which an educational system is incorporated into the
state will influence the degree to which the technical environment of schooling is
controlled. The more incorporation with the state the more control and less autonomy
at the classroom level. There are a host of mechanisms through which the state can
control the implemented curriculim. These range from concrete forms of social
control, such as state inspection, monitoring teacher training and formal assessment of
student achievement, to more indirect forms of control, such as shaping the detinitions
of instruction and socialization of teachers. Although we do not measure these
mediating mecharisms tere, we can assess the presence or absence of their combined
influence on the implemented curriculum.

Stat Control of the Curriculum and Implemented Curriculum

Educational systems vary in the degree of political incorporation of curricular
subjects and their content. In some educational systems, control over curricular issues is
highly centralized and managed at the natinnal ministry of education. In other
educational systems, curricular issues are dealt with at the provincial or local level. The
degree of political incorporation of curricular matters affects the degree of
environmental specification of instruction.

If state control over the curriculum is located at the national level, the
environmen: is less complex and there will be greater specification of instruction.
Through the ministry of education, or some administrative counterpart, there is an
administrative mandate for what the curriculum should be. Such a mandate may be
reflected in the curricular guidelines, the training of teachers, the content of curricular
mate.rials, and items on studen. 2chievement tests.

The national educational agency also may institute a set of bureaucratic controls
to assure implementation of the curriculum. For example, state inspectors may
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occasionally visit classrooms to assess the content of instruction or academic
achievement tests may be used to determine how students are allocated to classes and
curricula. The effects of such bureaucratic controls on classroom instruction, however,
are not well documented and may create little more than procedural compliance.

In educational systems with local political control of the curriculum, the
environment of teaching is more complex and there is less specification of instruction.
The administrative mandate as to what teachers should teach is weaker; there will be
greater diversity in the textbooks available for use by the teachers; and there will be
greater diversity in the types of training available for teachers. Since schools receive
local funding and rely upon community support, they are likely to be more responsive
to local constituencies.

This discussion about state control. technical environments and the
implemented curriculum suggest two hypotheses about political incorporation.

Hypothesis 1: The greater the degree to which education is incorporated within the
state the greater control over the implementation of curriculum in the classroom,
which will be reflected in more uniformity across implementation by teachers within a
system.

Hypothesis 2: Political incorporation simplifies the technical environments of
schools, thus in highly incorporatid systems local factors of classrooms will not
influence the implemented curriculum.

Data and Methods

Testing these hypotheses requires detailed data about classroom instruction in
educational systems that vary in the degree to which education is politically
incorporated. The Second International Mathematics Study (SIMS) undertaken by the
International Association for the Evaluation of Educational Achievement (IEA)
provides this type of data. This large data set represents a powerful analytic resource for
cross-national study of education. The countries in which SIMS collected data represent
a diverse set of societies in terms of their size, geographic location and level of
development. The use of a standard sampling procedure within each country yielded
high quality samples of classrooms. Extensive efforts were undertaken to assure that
comparable data collection procedures were used in each educational system.
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The SIMS data were collected in 20 educational systems.! Of the 20 educational
systems represented in the SIMS data set, 15 had full classroom process questionnaires.2
In each educational system, a four step, stratified-random sample of 8th grade
mathematics classrooms were drawn.3 This yielded over 2200 classrooms. For ea
class, detailed information was collected from the teacher about the amount and type of
instruction in mathematics during the year. For 157 items in mathematics, each teacher
was asked whether or not they had taught such an item during the year. Teachers in
each educational system were asked the same ir ormation about the same 157 jtems in
mathematics.

For each educational system, a board of educational experts designated which of
the 157 items in mathematics were part of the national curriculum in mathematics for
8th grade.4 How much this so-called national curriculum overlapped with official
curriculum in various parts of each educational system was not evaluated by SIMS. At
the very least, the measure of national curriculum, which we used here, represents the
largest possible set of mathematics skills that an 8th grade teacher would cover on
average in the course of the year.

Description of Measures

The political incorporation of education, as Ramirez and Rubinson (1979) define
it, refers to the extent of national control over schooling. They suggest that a valid
measure of political incorporation is the level of political control over education. The
more that control occurs at the national level, the more schooling is politically

1 We analyze national educational systems, except for Canada, which
collected data separately in British Columbia and Ontario. Because of some minor
differences in data collection in these two provinces, we analyze them separatel
2 SIMS in Hong K. .g, Scotland, French Belgium and Nigeria did not include
questions about the implementation of curriculum. The Flemish Belgium sample
did, and we will use it to represent Belgium.  Swaziland was dropped from the
analysis because ~nly one-fifth of the teachers completed this part of the
instrument.

3 See Garden (1987) for a detailed description of the SIMS study.

4 In each country this board was made up of representatives from the
ministry of education, the teacher's union, teachers and school district level
administrators. The panel was asked to assess which of the items from the item
pool would mostly likely be part of the standard 8th grade mathematics
curriculum in their country. The Japanese ministry decided that the items were
too easy for the bulk of its 8th grade students so 7th grade classrooms were
sampled.
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incorporated with the state. As an indicator of this construct we have slightly modified
a scale developed by Ramirez and Rubinson (1979). We used a seven point scale and
ranked each country in terms of the political level that had the _ ~atest control over the
curriculum: 1) local control, 2) local and provincial cortrol, 3) provincial control, 4)
local, provincial and national control, 5) local and national control, 6) provincial and
national control, and 7) national control. In coding each system on this scale, we
consulted standard reference sources (International Encyclopedia of Education, 1985;
International Handbook of Educational Systems, 1983) as well as an IEA publication with
descriptions of the educational systems (Travers & Westbury, 1989). Three raters
independently scored each educational system on the scale. The ievel of agreement
among the three raters was above 98%.

From the SIMS data we constructed severai indicators of different dimensions of
the implemented curriculum. First, we took the number of items in the national
curriculum (as determined by the panels of educational experts) as an indicator of the
size of a system's official mathematics curriculum. Second, for each educational system,
we calculated the percentage of the national curriculum that a teacher taught during the
year and calculated a mean and standard deviation as indicators of the amount of
curriculum covered in the system and the variation in the amount of curriculum
covered. Third, we calculated the percentage of teachers in each educational system who
taught each of the items in the national curriculum. As an indication of agreement
among teachers' implementation of curriculum we counted the number of items that
were taught by either 90% or more of the teacher o7 10% or less of the teachers.

Finally, we have measures of local factors which might influence the
implementation of the curriculum for each class such as the range in the mathematics
abilities of students, the level of mastery of mathematics, the age and sex of the teacher,
number of years the teacher has been teaching as well as teaching mathematics. We also
have measures of the number of periods of mathematics per week and tie average
léngth of a mathematics period.

Analysis Plan

First, we correlated measuves of various dimensions of the implementation of
curriculum with the indicator of state control of the curriculum. Next, we used a model
of teacher coverage of the national curriculum and estimated this model with each
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system’s data. There are several advantages in doing this type of aralysis which is a
standard approach to analysis of student or classroom data and national factors
(Heyneran & Loxley, 1982; 1983). Since our hypotheses are about relationships between
institutional characteristics of systems, we required indica.ors of curriculum coverage at
the system level and therefore we do not combine all classrooms into one sample. This
approach allows our analysis to incorporate differences in the size and nature of the
nationil mathematics curriculum in each system. It also allows us to handle some of
the minor differences in questionnaires and procedures that are almost inevitable in a
comparative study of this size and complexity.

Results

In the first column of Table 1 are measures of the size of the 8th grade
mattiematics curriculum in each educational system. While all of the educational
systems in the sample had 8th grade mathematics, the size of their curriculum varied.
The sample mean was 125.1 items (or 80% of the 157-item pool), with a standard
deviation of over 16 items. The range in size was substantial. Three educational
systems (New Zealand, Japar. and Hungary) had a large curriculum that covered
approximately 140 items (or over 90% of the 157-item pool). At the lower end, Belgium
(Flernish) and Luxembourg had curricul.. that covered approximately 95 items (or only
60% of the 157-item pool).

The second column in Table 1 shows the mean number of items of the
curricclum that were taught during 8tn grade by each system's teachers. Here there is
considerable variation with a standard deviation of 20 items and a range of over 70
items. lapanese teachers taught the most, with a mean of 117.2 items (or 75% of the 157-
item peol), while Canadian (British Columbia) taught the least, with a mean of 42.7
items (or only 27% of the 157-item pool).

The third column in Table 1 is the mean number of items taught as a percentage
of the t>tzl number of curricuiar items. In none of the educational systems studied did
the "average teacher” cover the entire 8th grade cun lum. The sample mean is 65%
with a standara deviation of over 15 percentage points. There is also a iarge range in
Coverage, with teachers in Belgium (Flemish) and Japan providing instruction for over
80% of their curricula and teachers in British Columbia and The Netherlands providing
instruction for under 45% of their curriculum.
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TABLE 1

Curriculum in Mathematics
Standard
Size of deviation % National
Educational national # Items  of items taught  curriculum
system curriculum taught taught
US. 128 93.6 20.5 73.1
England 146 98.7 26.8 67.6
The Netherlands 127 55.2 16.2 435
Belgium (FL) 95 81.0 15.0 853
New Zealand 148 98.9 213 66.8
Canada (BC) 127 42.7 16.0 33.6
Canada (Ontario) 118 87.1 16.6 738
Finland 124 81.5 15.6 65.7
France 108 84.6 79 783
Hungary 142 65.9 (86.0)2 35.8(26.3)2 46.4 (60.0)2
Israel 118 700 62000 225(19.1)b 59.3 (52.5)b
Japan 146 117.2 100 80.3
Luxemburg 97 7n7 10.9 739
Sweden 122 60.1 139 493
Thailand 131 103.2 15.4 78.8
a Classrooms only in the Budapest area.
b_ Classrooms only in the Reformed system (7-9th grade).

Even though all of the educational systems had 8th grade mathematics as a
curricular subject, the data in Table 1 indicate that there is variation among these
educational systems in the content of their mathematics curriculum. Also, the amount
of instruction varies considerably across educational systems. While the school
curricula may have become institutionalized at the world level, our data suggest that
there remains systemic variation in content and instruction.5

5 Our anaiyses of these data do not indicate a ranking of an educational
system's overall efficiency in mathematics instruction. We interpret the ranking
only as an indication of variation in the "size" of and "conformity” to the official
curriculum.




Our first hypothesis predicts that teachers in educational systems with state
control of the curriculum at the national level would be more uniform in their
implementation of the curriculum in the classroom. The results displayed in Table 2
indicate that in educational systems in which there is state control of the curriculum at
the national level, there is a modest tendency for more uniformity in the number of
items that teachers teach. The correlation between an educational system's standard
deviation in the mean number of items taught and state control is negative and
significant, but only after we make a minor correction for the Hungarian and Israeli
samples. There is a stronger associztion between the minimum nurer of items taught
in a classroom in an educational system and our indicator of state control. Education
systems with state control of the curric\ilum at the national level tend to display less
variation in the amount of instruction and do not have teachers who teach little of the
curriculum.

TABLE 2
ion an m culu
Standard Number of Number of
Mean deviation of national national Percentage of
number of mean n.mber curriculum curriculum national
items in of items in Least number of items taught items taught by curriculum
national national national by<10%or  <10% or >90% items taught
curriculum curriculum curriculum >90% of of teachers by >90% of
taught ‘aught items covered teachers teachers
-10¢-72 -27 (-.48*%) 46** (.58*")a .39** (.59%) A7 (49*%) 45 (45**)
** p< .05
a_ Coefficients in parentheses calculated with partial Israel and Hungary samples.

We also suggest that teachers in cducational systems with state control of the
curriculum at the national level would be more likely to teach the same material. To
examine this issue, we constructed three indicators of the similarity among teachers in
their classroom instruction and correlated these indicators with our measure of state
control of curriculum. The first two measures are the n... “r of items that 10% or less,
or 90% or more, of the teachers in an educational system taught. These two measures
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indicate the extent of agreement in instruction among teachers. The first measure
indicates the extent of agreement in coverage during the 8th grade year and the second
measure indicates the extent of agreement during both the 7th and 8th grade years. Both
of these agreemer* measures are moderately correlated with the level of state contrcl of
curriculum.

We constructed a third indicator of agreement that takes into account the
variation in the size of the mathematics curriculum. We divided the number of items
that at least 90% of the teachers taught in 7th or 8th grade by the number of items in the
curriculum. The correlation between this measure and state control is similar in
strength to the item counts. For each indicator, the analyses suggests that teachers were
more likely to teach the same material if they taugb: in educational systems with
national state control of the curriculum.

Our second hypothesis predicts that local factors will influence classroom
instruction in educational systems with state control of curriculum at the local ¢
provincial level Tu examine this issue we regressed the mean percentage of the
national curriculum covered in 8th grade on indicators of local factors. The same

equadon was estimated for each sample of teachers and they are reported in Table :

If our description of the effecis of state control are correct, we should find that the
regression equations for cducationa: systems with state control at the local or } -ovincial
level are significant. All of the educational systems with local curricular control had
significant eqaations, while only two with national level control (Finland and Sweden)
had significant equations. The correlation between the = asure of state contrc i .he
curriculum and the squared multiple corre'ation coefficients resulting from the
equations is -.67 (p = .003).

Among those educational systems with local state control of the curriculum,
local factors account for from a low of 9% in the variation of instruction in The
Netherlands to a high of 24% in England and Wales. In these educational systems a
range of local factors predicted instruction. Teachers in these systems seem to be
particularly sensitive to student resources within classrooms, both in terms of the
average level of mathematical mastery of the class and the diversity of ability within the
class. Following these factors, the amount of the instruction depends on time resources,
both in terms of the - umber of mathematics sessions and the length of these sessions.



TABLE 3

OLS Regression of Local Factors on Implemented Curriculum 8

Educational system N R2 F Intercept Significant Local Factors

decentralized above

the line
Student resources Teacher resources Time resources
Range Mastery Age Sex Experience Experience Periods Average
of class of class teaching teaching  per week length of

mathematics period

US.A. 253 .10 3.1 613 .0014 .0084

England & Wales 204 .24 6.7 17 -.041 002 -..06 .0051

The Netherlands 206 .09 2.5 -.03 031 .037

Belgium 120 .16 2.3 .47 .065

New Zealand 151 .19 3.8 .27 0014 0075 .0074 .0047

Canada (BC) 73 NS

Canada (Ontario) 126 NS

Finland 176 .12 2.7 .45 .0008

France 286 NS

Hungary 56 NS

Israel 85 NS

Japan 193 NS

Luxemburg 79 NS

Sweden 172 .09 2.8 .28 .0014

Thailand 80 NS

a The regression coefficients are unstandardized and signi.icant at least with p > .05.
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In Sweden and Finland, the two educational systems with national state control
of the curriculum and_significant equations, the overall level of mathematical mastery
is the only significant variable. In both countries, there are numerous ability tracks in
the 8th grade and classes in these tracks, by central administrative definition, shoul1
receive different amounts of mathematical instruction.6

We can explore two possible statistical artifacts within these results. Mne is the
lack of significant regression equations for the educational systems with state control at
the natioral level could result from a lack of variation in local factors. Educational
systems with national control of the curriculum could aiso be the kind of educational
systems that equalize between-classroom factors. The between-classroom local factors
could be so similar that the non-significant equations result from a lack of between-
classroom variation in local factors. To examine this possibility, we correlated the
standard deviations of each of the eight indicators of local factors with the measure of
state control of the curriculum. All of these correlations are small and not significant,
except one. The exception is that educauonal systems with national state control of the
curriculum tend to diminish the between-classroom variation in the number of
mathematical instruction sessions per week (-.74, p=.00i). In general, the between-
clasisroom variation in local factors does not vary by the level of state control of the
curriculum.

A second consideration is whether there is a spurious correiation between the
level of state control of the curriculum and ou: various indicators of instruction. We
have examined bi-variate associations at the system-level and there could be other
system-level factors which might either mediate or negate the correlations that we
report.

We examine four such factors -- two indicators of the economic development of
the country (1980 Gross National Product and Gross Domestic Product), and two
indicators of the size of the educational system (ti.e population 1n 1980 and the gross
primary enrollment ratio in 198G). We took the natural logarithm of each of these
indicators and calculated a partial correlation between the measure of state contiol and
the various indicators of instruction controlling for each of these factors.

6At this educational level, Finland has three ability tracks by classroom in
mathematics (the short course, the Ilong course, and the heterogeneous course)
and Sweden has two ability groups by classroom (generul and advanced).
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Neithex the indicators of the level of development or size correlated with the
level of sta’e control of the curriculum. Though there is a slight tendency for the larger
educational systems to have local state control of the curriculum, the correlation is not
statistically significant.” In each of the partial correlations the pattern of correlacdons
between state control and instruction did not change after controlling for these other
variables.

Discussion

Educational . /stems are linked to the state in a variety of ways and this is
reflected in the degree of political regulation of education. For some educational
systems there is national ~*ate reguiation of educational activities through a ministry of
education. While for other educational systems, educational activities may be
unregulated or regulated at the local or provincial level. Our results indicate that this
variation in state regulatior of the curriculum is related to the implementation of the
curriculum in the classroom. In educational systems with strong national cont.ol of
curricular issues, we found that teachers were likely to teach the same material in the
Classroora. If there was local political control of curricular issues, the amount that
teachers taught was determined by local factors.

These findings support the value of the political incorporation model as a
general framework for examining the relationship of the state and education. The state
can influence far more than the supply of educational opportunities and the chartering
of schools. As we have shown, qualities of the state also can influence the core technical
activities of schooling, classroom instruction. This lends additional credibility to studies
of the state's role in forming the official curriculum. The influences of the state run
from the creation of the official curriculum to its implementation in the classroom.

The state’s control of curriculum and its implementation may increase
worldwide. National political incorporation is fueled by internal processes of the state as

TThe correlations between level of economic development and curricular
coverage, and the size of the educational system and curricular coverage were
generally not statistically significant. Taere are two implications of these
findings.  First, the lack of associations raises questions about hypotheses which
suggest that curriculum coverage may be sensitive to economic and technical
development (for cxample see Benavot & Kamens, 1989). And secondly, the lack of
associations suggests that some structural characteristics of educational systems
may mnot influence curricular implementation.
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well as external forces. For example, consider the recent national and international
discussions of the relative effectiveness of nations' educational systems (Lapointe, Mead
& Phillips, 1989; McKnight, 1987). This debal: illustrates the trend to consider student
achievement as a national resource that should be, therefore, officially monitored by the
state. These concerns encourage greater national political incorporation. A: ““e 19th
century state was concerned with expanding schooi enrollments and attendaiice, he late
20th century state is concerned with student ac! . .ement and teacher effectiveness.

Our findings have implications for several other lines of research. Observations
about the weakness of organizational controls on classroom activities have perhaps
overlooked the variation in political incorporation and its :nfluence on the technical
environmerit of schooling. Our results indicate that the degree of national
incorporation of education is clearly related to classroom level activities; and
institutional perspectives need to consider these findings.

These findings also have implications for the study of the relationship between
schools and their environments. Results from other studies indicate that erganizational
characteristics of schools are related to characteristics of their environment. For
example, ihe degree of administrative complexity in American public schools (Rowan,
1982) and public school districts (Meyer, Scott & Strang, 1987) is 1elated to the degree o/
fragmentation of the environment and the formal structuring of environmental factors.
This line of resear 1 has not, however, examined the relationship between the
environment and educationai outcomes. Our findings indicate that the complexity of
the environment, as measured by the degree of national state regulation of the
curriculum, is related to a significant educational outcome, classroom instruction.

We have examined only one curricular subject and additional research needs to
be done on other areas of the curriculum. We predict that the relationship between
political incorporation and implementation of the curriculum should be stronger for
other subjects, such as civics and social studies. The content of these subjects is of greater
interest to the state since they help to shape public definitions of citizenship and civic
culture.
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The Sezond “nternational Mathematics Study College Algebra Classroom Process
Data for Population B were examined: (a) to study reasons cited by teachers for teaching
subtoics, (b) to study reasons cited for selecting particular content representations, and
(c) to determine what relationships ~xist, if any, between teachers who use multiple
content representations and their teaching decisions, professional opinions,
backgrounds, classes, and schools. The major results! of this analysis are d=ailed in
Content Representation in College Algebra:  Summary Report.

Briefly, these results were: (a) External reasons and teacher familiarity frequently
were cited as reasons for and agairisi teaching particular topics in complex numbers and
logarithms. Additionally, content reasons frequently are reported as reasons why a topic
should be taught. Closely paraleling reasons for topic coverage, external reasons and
teacher familiarity frequently were reported as reasons for and against using a particular
concept representation and content reasons frequently were reported as reasons why a
representation should be used. However, only for concept representation, easy to
understand also was frequently reported as a reason for using a particular
representation. For both subtopic coverage and concept representation, easy to teach and
enjoyed by students were not often reported as reasons, either pro ox con.

There were significant relationships between the use of multiple representations and
teacher development and use of supplemental materia's. The:e also wes a relationship
between multiple representation use and sources of information used to decide what to
teach, how to teach, and what applications to present. Together these relationships
suggest that teachers who use multiple representations (MRT) use more sources of
information (self-developed materials, minimum competency statement, text, or
syllabus) than do nonmultiple representation teachers {(non-MRT).

Teachers who use multiple representations also allot more time for a topic and they
are mere like: to cover important formulas and theorems more deeply than
nonmultiple representation teachers. There also was some evidence of a relationship
between teacher experience/education and multiple representation use, but inferences
Cait not be drawn at this time.

Purpose of Technical Appendix

The purpose of the Technical Appendix is to discuss briefly the isolated, statistically

significant results of this study. Because this research was a first pass through the data

1 Major results are results that: (a) were supported by statistically significant relationships
between at least two multiple representation indices and a variable and (b) had additional support
from at Jeast one other statistically significant relationship between at least one index and another
closely related variable.




exploring relationships between multiple representation use and all the other classroom
process data collected by SIMS, it is to be expected that statistically significant
relationships will exist due to chance alone. Therefore, these ™suits should not be
interpreted as a picture of multiple representation use and te sher/ school
characteristics, but rather they should be interpreted as a watercolor sketch of these
relationships.

Multiple Representation Use and A’gebra Classroom Variat:les

As the Summar. Report noted, teachers who used multiple representations were
more lik2ly to allot more time for the topic aid cover more material more deeply than
other teachers. Tables 1-3 provide further evidence of this — MRT's covered more topics
in complex numbers. As might be expected, MRT's also had more reasons for covering
the material and fewer reasons for NOT covering the material (Tables 4-17). Table 18
confirms results in the Summary Report by demonstrating that MRT cover a topic from
complex numbers more deeply. This is consistent with the previously noted results that
MRT's spend more time on the material. Tables 19-25 replicate the same results for
teaching lcgarithms: MRT's allot more time, cover more material, cover the material
more deeply. and have more reasons for covering the material.

Muitiple Representation Use and Teacher Variables

There was a him ia i< Summary Report that MRT's were better prepared
professionaily than non-MRT's. Tables 26 and 27 suggest that MRT's call on more
students in a class period and spend more class time presenting new material than non-
MRT's. The results in Table 28 appear to be random. Tables 29-41 illustrate statistically
significantly relationships between MRT's and teachers' objeciives and sources of
information. Overall, the only paitern thzt begins to emerge is that MRT's are more
likely to see a balanced variety of objectives and use a balanced variety of sources of
information. This suggests that MRT's take a more reasoned, balanced approach te their
teaching than non-MRT's. Interestingly, non-MRT's never use many sources of
information.

MRT's also are more likely to divide the class into smaller groups (Table 42). Non-
MRT's were more likely to assign the same homework to all students and they were
more likely to blame the lack of student progress on the students themselves (Tables 43-
46). The results given in Tables 47-49 do not fit any overall framework other than
MRT's appear to be more reasona*le and less dogmatic in their approaches than non-
MRT's.

:"(




Multiple Representation Use and School Variables
As noted in the Summary Report, teachers' use of multiple representations are not
significantly related to any school variables except the two listed in Tables 50 and 51 —
school days per year and type of overall curriculum. Because of the lack of supporting
variables, these results are attributed to chance.

Discussion

As noted above, these results fill in the picture of multiple representation use
painted by the Summary Report, although the paints used are watercolors rather than
oils. The results p.cesented in the Technical Appendix suggest that teachers who use
multiple representations cover more topics more deeply than teachers w ho do not use
multiple representations. As one might expect, MRT's have more reasons for covering
the material than non-MRT's and MRT's have fewer reasons for not covering topics.
Also, these data hint that MRT's are more likely to avail themselves of different
information sources than non-MRT's and they are more balanced in their views of
mathematis, mathematics teaching, and mathematics learning. Of course, confirming
these suggestions and hints would be an appropriate topic for further research.
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CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 1
TABLE OF COMPLEX USED BY ATTCXNN
COMPLEX USED ATTCXNN(83.TAUGHT NEW GRA. 1 COMPLX NUM)
FREQUENCY
PERCENT
ROW PCT
COL PCT COVERED INOT COVE|
| IRED | TOTAL
cocetececteccaue bocccee codPrvocvceacen +
USED <= 1 12 26
12.28 10.53 22.81
53.85 46.15
15.38 52.17
............. wetecocnec  vetecncaaasd
1 < USED <= 2 26 3 29
22.81 2.63 25.44
89.66 10.34
28.57 13.04
coceovececceces wodovvncccntcanaccand
2 < USED 51 8 59
UR 7.02 51.75
85.44 13.56
56.04 34.78

.............. temcccccntt snnmmnat
TOTAL N 23 14
79.82 20.13 100.00

FREQUENCY MIS3ING = 7

STATISTICS FOR TABLE OF COMPLEX USED BY ATTCXMN

STATISTIC DF VALUE PROB
CHI-SQUARE 2 14,239 0.001
LIKEL IHOOD RATIO Citl=SQUARE 2 12.632 0.002
MANTEL-HAENSZEL ‘H1 -SQUARE 1 9.266 0.002
PHI 0.353
CONTINGENCY COEFCICIENT 0.323
CRAMER'S V 0.353

EFFECTIVE S, PLE SIZE = 114
FREQUENCY MISSING = 7

M
Jd.
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CONTENT REPRESENTATION: TECHNICA'. APPENDIX

TABLE 2

TABLE OF COMPLEX USED BY ATTPOLN
COMPLEX USED ATTPOLN(88.TAUGHT NEW POLAR COORD COMP NUM)
FREQUENCY

PERCENT

ROW PCT

COoL PCT ICOVERED INOT COVE|

| IRED [ TOTAL

-------------- tecnmccccatenncccaad

USED <= 11 15 26

9.91 13.51 23.42

-------------- tecccccocctecccaccaasd

1 < USED <= 2 | 22 7 29
19.82 6.31 26.13
75.86 24.14
28.95 20.00

-------------- $eccccccntecccnaaat

2 < USED 43 13 56

38.74 11.71 50.45

TOTAL 76 35 111
68.47 31.53 100.00

FREQUENCY MISSING = 10

STATISTiCS FOR TAGBLE OF COMPLEX USED BY ATTPOLN

STATISTIC DF VALUE PROB
CHI-SQUARE 2 10.771 0.005
LIKEL1HOOD RAT!O CH!-SQUARE 2 10.202 0.006
MANTEL~-HAENSZEL CH!-SQUARE 1 8.158 0.004
PH!t 0.312
CONTINGENCY COEFFICIENT 0.297
CRAMER'S v 0.312

EFFECTIVE SAMPLE SIZE = 111
FREQUENCY MISSING = 10

ERIC

Aruitoxt provided by Eic:
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CONTENT REPRESENTAT!ON: TECHNICAL APPEND IX

TABLE 3
TABLE OF COMPLEX USED BY ATTDEMN
COMPLER USED ATTDEMN(93 . TAUGHT NEW DEM" VRE'S THRM)
FREQUENCY
PERCENT
ROW PCT
CcoL PCT COVERED |NOT COVE|
IRED | ToTAL
----- cesccccccteccccccctccnccanat
USED <= 1 12 | 14 | 26
10.53 12.28 | 22.81
46.15 53.85 |
l 15.00 41,18 |
R L Proccccaa brcccavand
1 < USED <= 2 24 51 29
21.05 4,39 | 25.44
82.76 17.24 |
30.C% 4,71 1
cemmene Y tecrncccctecncncaa +
2 < USED by 15 | 59
38.60 13.16 | 51.75
74.58 25.42 |
55.00 by.12 |
ceecccscccccaa tecccccaa T +
TOTAL 80 34 114

70.18 29.82 100.00

FREQUENCY MISSING = 7

STATISTICS TOR TABLE OF COMPLEX USED BY ATTDEMN

STATISTIC OF VALUE PROB
CH{-SQUARE 2 9.908 0.007
LIKEL 1HOOD RATIO CH1=-SQUARE 2 9.485 0.009
MANTEL-HAENSZEL CH!=-SQUARE 1 4,908 6.027
PHI 0.295
CONT INGENCY COEFFiCIENT 0.283
CRAMER'S V 0.295

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 7

R )
oBH1

.

ERIC

Aruitoxt provided by Eic:



>

-

O

ERIC

Aruitoxt provided by Eic:

246

CONTENT REPRESENTATION: TECHNICAL APPENDIXu
TABLE
TABLE OF COMPLEX FREQ BY XPOSRTS

COMPLEX FREQ XPOSRTS - NUMBER CF POSITIVE REA
TEACHING COMPLEX ROOTS

FREGUENCY |
PFRCENT |
ROW PCT
COL PCT |<= 2 ?0S|3 <= REA|4 <= REA|
IITIVE REIS <= 4 |SONS | TOTAL
cecctccce tetbot sennna $Prcccccaa tocccnaasd
FREQ <= 1 | 30 28 | 19 77
| 24,79 23.14 | 15.70 63.64
| 38.96 36.36 | 24.68
I 78.95 . 62.22 | 50.00
........ seteccccncctenccccantecccccaad
FREQ >= 1 | 8 17 | 19 44
| 6.61 14.05 | 15.70 36.36
| 18.18 38.64 | 43.18
I 21.05 37.78 | 50, oo
+

TOTAL 38 45 8 121
31.40 37.19 31.40 100.00

STATISTICS FOR TABLE OF COMPLEX FREQ BY XPOSRTS

STATiSTIC DF VALUE
CHI-QQUARE 2 6.942
L{KEL{HOOD RAT10 CH!-SQUARE 2 7.167
VANTEL -HAENSZEL CH!=-SQUARE 1 6.880
PH 0.240
CONTINGENCY COEFFICIENT 0.233
CRAMER' 0.240

SAMPLE SIZE = 121

<62

SONS FOR
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CONTENT REP .ESENTATION: TECHNICAL APPENDIX
TABLE OF CCMPLEX FREQ BY XNOTRTS

COMPLEX FREQ XNOTRTS - NUMBER OF REASONS NOT MARKED FCR
TEACHING COMPLEX ROOTS
FREQUENCY
PERCENT
ROW PCT
CoL PCT = 4 REAI5 <= REA|7 <= REA|
SONS NOTI|S <= 6 |SONS | TOTAL
ceecsceccacetbecans creteccccncctecccccand
FREQ <= 1 19 29 29 77
15.70 23,97 23.97 63.64
24.68 37.66 37.66
50.00 63.04 78.38
---------- +--------+----- cectecccccnad
FREQ >= 1 19 17 8 4y
15.70 14.05 6.61 36.36
43.18 38.64 18.18
50.00 36.96 21 62
ceecccsrccteccnccana fpocccccna teccaccaa +
TOTAL 38 46 37 121
31.40 38.02 30.58 100.00

STATISTICS FOR TABLE OF COMPLEX FREQ BY XNOTRTS

STATISTIC

CHl =SQUARE

TABLE 5

LIKELITHOOD RATIO CH!-SQUARE
MANTEL ~HAENSZEL CHI-SQUARE

CONT!NGENCY COEFFICIENT

CRAMER'S Vv

SAMPLE SIZE =

i21

;.[\r
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¢ CONTENT REPRESENTATION: TECHK I CAL APPENDéX6
’ TABL
TABLE OF COMPLEX FREQ BY XPOSCXN

COMPL.EX FREQ XPOSCXN - NUMBER OF POSITIVE REASONS MARKED FOR
TEACHING GRAPHING COMPLEX NUMBERS

FREQUENCY |
PERCENT |
ROW PCT |
COL PCT |<= 1 P0OS|2 <= REA|U4 <= REA|
[ITIVE REIS <= 3 |SONS | TOTAL
ceecccccnaa tecccnnaa teccccnan . -+
FREQ <= 1 | 28 26 23 77
I 23.14 24.49 19.01 63.64
I 36.36 33.77 29.87
| 80.00 65.00 50.00 |
---------- Mttt DU T TPt i
FREQ >= 1 | 7 14 23 4y
I 5.79 11.57 19.01 36.36
I 15.91 31.82 52.27
20.00 35.00 5C.00
---------- MDD L ETTTL PP i S §
TOTAL 46 121

35 40
28.93 33.06 38.02 100.00

STATISTICS FOR TABLE OF COMPLEX FREQ BY XPOSCXN

STATISTIC Of VALUE PROB
“HI=SQUARE 2 7.779 0.020
L IKELIH00D RATI0 CHI=SQUARE 2 8.033 0.018
MANTEL-HAENSZEL CHI-SQUARE i 7.714 0.005
PHI 0.254
CONTINGENCY COEFFICIENT 0.246
CRAMER'S V 0.254

SAMPLE SI1ZE = 121

ERIC
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CUnTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE OF COMPLEX USEDL BY XPOSCXN

COMPLEX USED

TABLE 7

XPOSCXN - NUMBER OF REASONS MARKED FOR
TEACHING GRAPHING COMPLEX NUMBERS

FREQUENCY

PERCENT

ROW PCT

CoL PCT <= 1 P0S|2 <= REA|Y4 <= REA|

ITIVE REIS <= 3 |SONS |

ceccrccccane cntocccccas $ecccacaa tormccnaa +

USED <= 19 9 5 |
15.70 7.44 4.13 |
57.58 27.27 15.15 |
54,29 22.5C 10.87 |

-------- recccctecrcccccteccccccate conaaad

1 < USED <= 2 4 14 11 |
3.31 11.57 9.09 |
13.79 48.28 37.93 |
11.43 35.00 23.91 |

- mecccees ceteccccaas S, D +

2 USED 12 17 | 30 |
9.92 14.05 24.79 |
20.34 28.81 50.85 |
34.29 42.50 65.22 |

------------ meteccccccctccncncnateccnnaaatd

TOTAL 35 40 46
28.93 33.06 38.02

TOTAL

33
27.27

29
23.97

59
48.76

121
100.00

STATISTICS FOrR TABLE OF COMPLEX USED BY XPOSCXN

STATISTIC

CH1=-SQUARE
LIKEL1HOOD RATI
?A?TEL-HAENSZEL
H

CONT INGENCY COE
CRAMER'S Vv

TAMPLE SIZE = 1

0 CHI-SQUARE
CH1=-SQUARE

FFICIENT

21

DF VALUE
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 8

TABLE OF COMPLEX FREQ BY XNOTCXN

COMPLEX FREQ

XNOTCXN

FREQUENCY
PERCENT
ROw PCT
COL PCT <= 5 REA|5 <= REA|8 <= REA|
SONS NOT{S <= 7 |SONS | TOTAL
bttt L LD LT Ny §
FREQ <= 1 23 35 | 19 77
19.01 28.93 | 15.70 63.64
29.87 45.45 | 24.68
50.00 71.43 | 73.08
cectccccaa tecccccncbecncncncctnccaan B
FREQ >= 23 4 | 70 Ly
19.01 11.57 | 5.79 36.36
52.27 31.82 | 15.91
50.00 28.57 | 26.92
ceccceccmae tovcccnaa L T L NI ¥
TOTAL 46 4o 26 121
38.02 40.50 21.49 100.00

STATISTICS FOR TABLE OF COMPLEX FREQ BY XNOTCXN

STATISTIC

DF

VALUE

- NUMBER OF REASONS NOT MARKED FOR
TEACHING GRAPHING COMPLEX NUMBERS

PROB

------------------m.--..-----.-------.----.-..--------

CHI=-SQUARE

LIKEL {HOOD RAT!IO CHI=-SQUARE
MANTEL ~''AENSZEL CHI-SQUARE

PHI

CONTINGENCY COEFF ICIENT

CRAMER'S V

SAMPLE SIZE = 121

2
2

1

.

5.984
5.937
5.766
0.222
0.217
0.222

<H6

0.050
0.051
0.016

o
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CONTENT REPRESENTATION: TECHNICAL APPEND (X

TABLE OF COMPLEX USED BY XNOTCXN

COMPLEX USZD
FREQUENCY
PERCENT

ROW PCT
CoL PCT

TABLE 9

XNOTCXN - MUMBER OF REASONS NOT MARKED FOR
TEACHING GRAPHING COMPLEX NUMBERS

REA|6 <= REA|8 <= REA|
NOT| <=7 |SONS |
------- bPocccacaatd
5 16 12
13§ 13.22 9.92
15 | 48.48 | 36.36
87| 32.651 u6.15
bPovecccaa boccwcaccad
1 | 15 3
.09 | 12.40 2.48
93 | 51.72 | 10.34
911 30.61 1 11.54
bPorcnvaccne beccccaccs +
30 | 18 11
79 | 14.88 9.09
85 | 30.51 | 18.64
22 | 36.73 | wu2.31
bProccccane bPorccnnana R
46 49 26
.02 40.50  21.49

TOTAL

33
27.27

29
23.97

59
48.76

121
100.00

STATISTICS FOR TABLE OF COMPLEX USED BY XNOTCXN

STATISTIC

CHI~-SQUARE

L IKEL IHCOD RAT!0 CH!-SQUARE
MANTEL-HAENSZEL CHI-SQUARE

PHI

CONTINGENCY COEFFICIENT

CRAMER'S V

SAMPLE SIZE =

121

)
o
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 10
TABLE OF COMPLEX USED BY XPOSPOL

COMPLEX USED XPOSPOL = NUMBER OF POSITIVE REASONS MARKED FOR
TEACHING COMP! EX NUMBERS ON POLAR COORDS

FRTQUENCY
PERCENT
ROW PCT
COL PCT <= 1 P0S|2 <= REA|4 <= REA|
I1TIVE REIS <= 3 |SONS | TOTAL
ccsccccccccana teccncnnctecccancatbeccnnane +
USED <= 1 22 | 6 5 | 33
18.18 | 4.96 4.13 | 27.27
€6.67 | 18.18 15.15 |
44.90 | 17.65 13.16 |
-------------- tPeccccccnteccccccctanccccaad
1 < SED <= 2 8 | 1 10 | 29
6.61 | 9.09 .8.26 | 23.97
27.59 | 37.93 34.48 |
16.33 | 32.35 26.32 |
------- Weecccecteccccrantbrccccccatucccccaad
2 < USED 19 | 17 23 | 39
15.70 | 14.05 19.01 | u48.76
32.20 | 28.81 38.98 |
38.78 | 50.00 60.53 |
-------------- treonccnatecccnccateccacnnnad
TOTAL 49 34 38 121

STATISTICS FOR TABLE OF COMPLEX USED BY XPOSPOL

STATISTIC OF VALUE PROB
CHI=SQUARE 4 13.882 0.008
LIKELIHUOD RATIO CH!-SQUARE 4 13.840 0.008
MANTEL-HAENSZEL CHI-SQUARE 1 8.814 0.003
PH! 0.339
CONT INGENCY COEFFICIENT 0.321
CRAMER'S V 0.240

SAMPLE SIZE = 121

ERIC
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 11
1ABLE OF COMPLEX USED BY XNEGPOL

COMPLEX USED XNEGPOL - NUMBER OF NEGATIVE REASONS MARKED FOR NOT
TEACHINT COMPLEX NUMBERS ON POLAR COORDS

FREQUENCY
PERCENT
ROW PCT
COL pCT 0 NEGATII0 < NEGA|
VE REASO|TIVE REA|l TOTAL
ceessecccscsas etococcccna bocccccaa +
USED <= 19 14 33
15.70 11.57 27.27
57.58 42.42
20.00 53.85
ceccccee ceeeee tecncnccctoccnnnn -t
1 < USED <= 2 27 2 29
22.31 1.65 23.97
93.10 6.90
28.42 7.69
............. etecacccccteccnnnand
2 < USED 49 10 59
40.50 8.26 48.76
83.05 16.95
51,58 38.46
........ ccceccbecnancnctecrnaaaad
TOTAL 95 26 121

76.51 21,49 100.00

STATISTICS FOR TABLE OF COMP.EX USED BY XNEGPOL

\

STATISTIC OF VALUE PROB ‘
CH!-SQUARE 2 12,954 0.002 |
LIKELIHOOD RATIO CHI-SQUARE 2  12.682 0.002 |
MANTEL -HAENSZEL GH|-SQUARE 1 6.252 0.012 |
PHI 0.327 |
CONT INGENCY COEFF ICIENT 0.311 |
CRAMER'S V 0.327 |
\

SAMPLE SIZE = 121



CONTENT REPRESENTATION: TECHN!ICAL APPENDIX

TABLE 12
TABLE OF COMPLEX USED BY XNEGDEM
COMPLEX USED XNEGDEM - NUMBER OF NEGATIVE REASONS
TEACHING DEMOIVRE'S THEOREM
FREQUENCY
PERCENT
ROW PCT
COL pCT 10 NEGATI|0 < NEGA|
IVE REASOITIVE REAI TOTAL
USED <= 19 14 I 33
15.70 11.57 | 27.27
57.58 42.42 |
20.88 46.67 |
L L Y trecccacaa teccncncnaa +
1< USED <= 2 26 3| 29
21.49 2.48 | 23.97
89.66 10.34 |
28.57 10.00 |
------------- tecccnccntecnnccaatd
2 < USED 46 21 59
38.02 10.74 | 48.76
77.97 22.03 |
50.55 43.33 |
-------------- teccccccntecncccaad
TOTAL 91 30 121

75.21 24.79 100.00

MARKED FOR NOT

STATISTICS FOR TABLE OF COMPLEX USED BY XNEGDEM

STATISTIC DF VALUE
CHI- SQUARE 2 8.989
LIKELIHOOD RATIO CHI-SQUARE 2 9.030
MANTEL -HAENSZEL CH1-SQUARE 1 3.&;;
Hi 0.2
CONTINGENCY COEFFICIENT 0.263
CRAMER'S 0.273

SAMPLE SIZE = 121

~
/
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE OF COMPLEX USED BY XNOTDEM

COMPLEX USED

FREQUENCY
PERCENT
ROW PCT
coL PCT

I
D R §

USED <= 1

.............. +
2 < USED :
|
|
ceccrcacccccnnad
TOTAL

XNOTDEM - NUMBER OF REASONS NOT MARKED FOR
TEACHING DEMOIVRE'S THEOREM

TABLE 13

<= 5 REA|6 <= REA|8 <= REA|

SONS NOTI|S <= 7 |SONS |
................ cetecnccanad
4 | 15 14
3.31 | 12.40 11.57
12.12 | 45,45 42.42
10.00 | 31.25% 42.42
-------- tocccmccatecancaaat
11 | 14 4
9.09 | 11,57 3.31
37.93 | us.28 13.79
27.50 | 29,17 12.12
------- L T Y
25 | 19 15
20.66 | 15.70 12.40
42.37 | 32.20 25.42
62.50 | 39,58 45.45
-------- tocmcccecbemacmaaat
40 48 33
33.06 39.67 27.27

TOTAL

33
27.27

29
23.97

59
48.76

121
100.00

STATISTICS FOR TABLE OF COMPLEX USED BY XNOTDEM

STATISTIC

CHI-SQUARE

L IKEL IHOOD RAT!0 CHI-SQUARE

EA?TEL-HAENSZEL CHI-SQUARE
H

CONTINGENCY COE
CRAMER'S v

FFICIENT

SAMPLE SIZE = 121

255



CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 14

TABLE OF COMPLEX FREQ BY XTOTPO3
XTOTPOS

COMPLEX FREQ

- TOTAL NUMBER OF POSITIVE REASONS MARKZD

REQUENCY
PERCENT
ROW PCT
COL PCT <= 7 POS|8 <= REA|14 <= RE|
ITIVE RE|S <= 14 |ASONS | TOTAL
...... il S T upipeh g SR 4
FREQ <= 1 33 22 22 | 77
27.27 18.18 18.18 | 63.64
42.36 28.57 28.57 |
80.49 | 56.41 53.66 |
—cececaaaa L 4occaca- ~temcoccan +
FREQ >= 1 8 17 19 | 4y
6.61 14.05 15.70 | 36.36
18.18 38.64 43.18
19.51 43.59 46.34 |
htabrutab it ) LT TP i SER A
TOTAL 41 39 41 121
33.88 32.23 33.88 100.00

STATISTICS FOR TABLE OF COMPLEX FREQ BY XTOTPOS

STATISTIC
CHI-SQUARE

LIKEL.THOOD RATI0 CHI-SQUARE
MANTEL -HAENSZEL CHI-SQUARE

CONTINGENCY COEFFICIENT
'sv

CRAMER

SAMPLE SI1ZE =

121

DF YALUE PROB
2 7.675 0.022
2 8.113 0.017
1 6.533 0.011

0.252
0.244
0.252
‘. ™y
A
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CONTENT REPRESENTATION: TECHNICAL PPENDIX

TABLE 15
TABLE OF COMPLEX USED BY XTOTPOS
COMPLEX USED XTOTPOS - TOTAL NUMBEN OF POSITIVE REASONS MARKED
FREQUENCY
PERCENT
ROW PCT
COL PCT <x 7 POS|8 <= REA|14 <= RE]
J1TIVE REIS <= 14 |ASONS | TOTAL
crnsrecnccccacatrccsccratcccncccctocnnannad
USED <= 1 22 6 5 1 33
18.18 4.96 4.13 27.27
66.67 18.18 15.15
| 53.66 15.38 12.20
L L T L oS S, wad
1 < USED <= 2 5 13 1 11} 29
4.13 10.74 9.09 23.97
17.24 44.83 37.93
12.20 33.33 26.83
[, cococcstecctsanetecnnnnee teccnccaad
2 < USED | L 20 25 59
| 11.57 16.53 20.66 48.76
| 23.73 33.90 42.57
| 34.15 51.28 60.98
....... ceconccctecrncnccvvtrcnccccebrecaem= b
TOTAL 61 39 41 121
33.88 32.23 33.88 100.00

STATISTICS FOR TABLE OF COMPLEX USED BY XTOTPOS

PROB

0.000
0.000
0.000

STATISTIC DF VALUE
CHI-SQUARE 4 22.945
LIKELTHOOD RATIO CHI-SQUARE 4 22.38¢C
MANTEL -HAENSZEL CH!=SQUARE 1 13.615
PHI 0.43%
CONT INGENCY COEFFICIENT 0.399
CRAMER'S V ).308

SAMPLE SIZE = 121

257
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ERIC

Aruitoxt provided by Eic:

CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 16
TABLE OF COMPLEX USED BY XTOTEEG
COMPLEX USED XTOTNEG - TOTAL NUMBER OF NEGATIVE REASCNS MARKED
FREQUENCY |
PERCENT |
ROW pCT |
COL pCT 10 NEGATI |0 < NEGA!
IVE REASO|TIVE REA] TOTAL
cecoveccccea woeterem e banccaaant
USED <= | 14 | 19 | 33
| 11.57 | 15.70 | 27.27
| u2.42 | 5..58 |
I 16.87 | 50.00 |
........... ----+--------+--------+
7 < USED <= 2 | 26 | 3 29
| 21.49 | 2.48 23.67
| 89.66 | 10.34
I 31.33 1 7.89 |
.............. +--------+--------+
2 < USED | 43 16 59
' 35.54 | 13.22 48.76
| 72.88 | 27.12
I 51,811 u2.11
--------------- +--------+--------+
TOTAL 83 38 121

68.60 31.40 100.00

STATISTICS FOR TABLE OF COMPLEX USED BY XTOTAEG

STATISTIC DF VALUE PROB
CH!-SQUARE 2 16.966 0.000
LIKEL IHOOD RATIO CHI-SQUARE 2 17.356 0.000
gANTEL-HAENSZEL CHI-SQUARE 1 6.641 0.010
Hi 0.37
CONTINGENCY COEFFICIENT 0.351
CRAMER'S v 0.374

SAMPLE SIZE = 121

&y
~J
S




ERIC

Aruitoxt provided by Eic:

CONTENT REPRESENTATION: TECHNICAL APPEND!X
TABLE OF COMPLEX USED BY XTOTNCT

COMPLEX USZD

TABLE 17

XTOTNOT - TOTAL NUMBER OF REASONS NOT MARKED

FREQUENCY
PERCENT
ROW PCT
coL PCT <= 20 RE|21= < RE|29 <= RE|
ASONS NO|AS <= 28|ASONS | TOTAL
cocvcccavrccctetermnnccstbteacane cotovccnane +
USED <= 1 5 15 13 | 33
4.13 12.40 10.74 | 27.27
15.15 45.45 39.39 |
| 12.82 26.32 52.09 |
LT LT LT boccccacaa L R +
1 < USED <= 2 10 | 16 3 29
8.26 13.22 2.48 ;, 23.97
g3 55.17 10.34 |
25.64 28.07 12.00 |
-------------- forcocccrmccteccnccccteccccccad
2 < USED 24 26 9 | 59
19.83 21.49 7.84 | u8.76
40.68 44.07 15.25 |
61.54 45.61 36.00 |
cremmae. weccvetecvccnccteccvccccteccnnaae +
TOTAL 39 57 25 121

32.23 47.1 20.66 100.00

STATISTICS FOR TABLE OF COMPLEX USED BY XTOTNOT

STATISTIC DF VALUE
CHI-SQUARE 4 12.807
LIKEL IHOOD RATIO CHI=-SQUARE 4 12.658
MANTEL-HAENSZEL CHI~SQUARE 1 7.888
PH1 0.325
CONTINGENCY COEFFICIENT 0.309
CRAMER'S V 0.230
SAMPLE SIZE = 121
275

259
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CONTENT REPRESENTATION: TEG'NICAL APPENDIX

TABLE 18
TABLE OF COMPLEX USED BY APRCOS
COMPLEX ySED APRCOS({217.PRESENTED R COSINE THETA)
FREQUEMCY |
PERCEANT |
ROW PCT {
CoL pPCT IGAVE YOR|STATED WISTATED-N|DID NoOT |
{MAL PROO| DERIV 10 DERIV |COVER | TOTAL
crccccnen weccctccccnn. tecccccan toconcccaa tecoccaaaa +
USED <= ! 2 6 51 16 | 29
| 1.71 5.13 4.2T | 13.68 1 24.79
| 6.90 | 20.69 17.28 | 55,17 |
[ h.38 | 27,27 31.25 | u8.ug |
e ceccccccccae toccccana tecccccaa teccntaaa toevccncaa +
1 < USED <= 2 15 | 5 4 | 5 29
12.82 | 4.27 62 1 4.27 24.79
51.72 | 17.24 13.79 | 17.24 |
I 32.61 | 22.73 25.00 | 15,15 |
-------------- #--------#--------#--------#--------+
2 < USED 29 | 1 71 e 59
24.79 | 9.40 .98 | 10.26 50.43
49.15 | 18.64 11.86 | 20.34
63.04 | 50.0r 43.75 | 36.36
-------------- #--------#--------#--------#--------#
TOTAL L6 22 16 33 117

39.32 18.80 13.68 28.21 100.00

FREQUCNCY MISSING = 4

STATISTICS FOR TABLE OF COMPLEX USED BY APRCOS

STATISTIC DF VALUE PROB

CH ! -SQUARE 6 20.852 0.002
LIKEL{HOOD RATIO CHI-SQUARE 6 23.409 0.001
MANTEL~HAENSZEL CH1=SQUARE 1 *4.083 0.000
PHI 0.422

ZONTINGENCY COEFFICIENT 0.389

CRAMER'S v 0.299

EFFECTIVE SAMPLE $1ZE = 117
FREQUENCY M!SSING = 4
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Aruitoxt provided by Eic:
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ERIC

CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 19

TABLE OF LOG FREQ BY ATTGRLN
LOG FREQ  ATTGRLN(U43.TAUGHT NEW GRAPHING LOG FUNCT)

FREQUENCY |
PERCENT |
ROW PCT |
COL PCT |[COVERED {NOT COVE|
| IRED | ToTAL
---------- tocccccactencccaaat
FREQ <= 1 | 59 24 83
| 51.3¢0 20.87 72.°
| 71.08 28.92
| 67.05 88.89
---------- teccccccctecccaaaat
FREQ >= 1 | 29 31 32
| a5.22 2.61 27.83
I 90.63 9.38
I 32.95 1.1
---------- tocccmccctoncaa iaad
TOTA- 88 27 115
76.52 23.48 100.00

FREQUENCY MISSING = 1

STAT:STICS FOR TABLE OF LOG FREQ BY ATTGRLN

STATISTIC

LIFZLIHOOD RATIO CHi-SQUARE
CONTINUITY ADJ. CHI-SQUARE
MARTEL -HAENSZEL CHI-SQUARE

FISHER'S EXACT TEST (1-TAIL)
(2-TAIL)

PHI

CONT INGENCY COEFFICIENT
SV

CRAMER'

EFFECTIVE SAMPLE SIZE
FREQUENCY MISSING = 1

= 115

€Y ey pay
<, i
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CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 20
TABLE OF LOG USED 8Y ATTGRLN
LOG USED ATTGRLN(43.TAUGHT NEW GRAPHING LOG FJNCT)
FREQUENCY
PERCENT
ROW PC1
CoL PCT COVERED [NOT COVE]
IRED | TOTAL
------ roccscccetbecrscacnne L T X T a3
USED <= 1 | 20 | 14 34
39 12.17 29.57
58.82 41.18
22.73 51.85
...... mmccccctevnncccccteccccncnd
1 < USED <= 2 4y 11 55
38.26 9.57 47.83
80.00 20 00
| 50.00 Lo. T4
............... toeccccccatonccncaatd
2 < USED 24 2 26
20.87 1.74 22.61
92.3. 7.69
27.27 7.41
-------------- fPorcccrccston iaacaad
TOTAL 88 27 115
76.52 23.48 100.00

FREQUENCY MISSING = 1

STATISTICS FOR TABLE OF LOG

"D BY ATTGRLN

§ ATISTIC DF VALUE
CHIi=SQUARE 2 9.904
LIKEL JHOOD RATI0 CHI-SQUARE 2 10.132
MANTEL-HAENSZEL CH)-SQUARE 1 9.510
PH! 0.293
CONTINGENCY COEFF ICIENT 0.282
CRAMER'S V 0.293

EFFECTIVE SAMPLE SIZE = 11%
FREQUENCY MISSING = 1

AN
\}
Ce

1
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Aruitoxt provided by Eic:
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CONTENT REPRZSENTATION: TECHNICAL APPENDIX

TABLE 21
TABLE OF LOG FREQ BY XPOSGRL
LOG FREQ XPOSGRL -~ NUMBER OF POSITIVE REASONS MARKED FCR
TEACHING GRAPHING LOG FUNCTIONS
FREQUENCY
PERCENT
ROW PCT
COL PCT <= 1 POS|2 <= REA|4 <= REA|
ITIVE RE|S <= 3 |SONS | TOTAL
----- cecectesmc e et nnccccctrnnnccccad
FREQ <= 1 28 24 32 84
24.14 20.69 27.59 72.41
33.33 28.% 38.10
87.50 60.00 72.73
..... ceccctenconncetecccncnatban.. S
FREQ >= 1 4 16 12 32
3.45 13.79 10.34 27.59
12.50 50.00 37.50
12.50 40.00 27.27
...... ceemteccccccctrcncccrcbeccnccaad
TOTAL 32 4o L4y 116

27.59 34.48 37.93 100.00

STATISTIC FOR TABLE OF LOG FREQ BY XPOSGRL

STATISTIC DF VALUE p~08

CH|-SQUARE 2 6.734 G.53

LIVEL 300D RATIO CHI=-SQUARE 2 7.131 0.028
MANTEL-HAENSZEL CHI-SQUARE 1 1.460 0.227
PHI 0.241

CONT INGENCY COEFFICIENT 0.234

CRAMER'S V 0.241

SAMPLE SIZE = 116

-

N \'
< 7€
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE OF LOG FREQ BY XNEGGRL

LOG FREQ XNEGGRL - NUMBER OF NEGATIVE REASO
TEACHING GRAPHING LOG FU

FREQUENCY |
PERCENT |
ROW PCT |
COL PCT 10 NEGATI|O < NEGA|
IVE REASO|TIVE =<aA]
---------- tececccccteaaas
FREQ <= 1 | 61 | <3 |
I 52.59 | 19.83 |
I 72.62 | 27.38 |
| 66.30 | 95.83 |
--------- b el LT T T LR S
FREQ >= 1 | 31 ) 11
I 26.72 1 0.86 |
| 96.88 | 3.13 |
| 33.70 | 4.17 |
---------- teccccccctrcnccanat
TOTAL 92 24
79.31 20.69

NS MARKED FOR NOT

STATISTICS FOR TABLE OF LOG FREQ 2Y XNEGGRL

STATISTIC

CHK1=-SQUARE

L {KEL IHOOD RATIO CH!-SQUARE

CONTINUITY ADJ. CHI-SQUARE

MANTEL-HAENSZEL CHI-SQUARE
FISHER'S EXACT TEST (1=TAIL)

PHI (2-TAIL}
H

CONTINGENCY COEFF IC;ENT
CRAMER'S V

SAMPLE SIZE = 116

&S
(O))
O
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Aruitoxt provided by Eic:

o

ERIC

CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 23
TABLE OF LOG USED BY XNEGGRL
LOG USED XNEGGRL = TOTAL NUMBER OF REASONS MARKED FOR NOT
TEACHING GRAPHING LOG FUNCTIONS
FREQUENCY
PERCENT
ROW PCT
CoL PCT 0 NEGATI|O < NEGA|
VE REASOiTIVE REA| TOTAL
cecccccccana e et
USED <= 1 22 12 3y
18.97 10.34 29.31
64.71 35.29
23.91 | 50.00
----------- T S
1< USED <=2 | 45 1 56
| 38.79 9.48 48.28
| 80.36 19.64
| 48.91 45.83
------------- tocccmccctbocccccnat
2 < USED | 25 11 26
| 21,55 0.86 22.41
| 96.15 3.85
| 27.17 4.17
tecsccccccccsae bPrccvnccctacccccna +
TOTAL 92 24 116

79.31 20.69 110,00

STATISTICS FOR TABLE OF LOG USED BY XNEGGRL

STATISTIC DF VALUE
CHI-SQUARE 2 8.952
LIKEL IHOOD RATIO CHI=-SQUARE 2 10.165
MANTEL-HAENSZEL CHI=SQUARE 1 8.875
PHI 0.278
CONT!NGENCY COEFFICIENT 0.268
CRAMER'S 0.278

O
w
b
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CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 24
TABLE OF LOG USED BY XTOTNEG
LOG USED XTOTNEG - TOTAL NUMBER OF NEGATIVE REASONS MARKED
FREQUENCY
PERCENT
ROW PCT
CoL pCT 0 NEGAT!|0 < NEGAI
IVE REASO|TIVE REA| TOTAL
---------- LT T
USED <= 18 16 | 34
15.52 13.79 | 29.31
52.94 47.06 |
25.00 | 36.36 |
-------------- $eccccnnctencacacaat
1 < USED <= 2 31 25 | 56
26.72 21,55 ! y48.28
55.36 4y.64
43.06 5€.82 |
--------- reecetecccccncteccccanas
2 < USED 23 | 31 26
16.83 | 2.59 | 22.41
88.46 | 11.54 |
94 | 6.82 |
ercncccccncca ctomcccana [ 2Ty
TOTAL 72 4y 116

62.07 37.93 100.00

STATISTICS FOR TABLE OF LOG USED BY XTOTNEC

STATISTIC DF VALUE PROB
CH! =SQUARE 2 9.967 0.007
LIKEL 1HOOD RATIO CHI-SQUARE 2 11.383 0.003
MANTZL-HAENSZEL CHI-SQUARE 1 7.034 0.008
PHI 0.293
CONT L. ENCY COEFF ICIENT 0.281
CRAMER'S v 0.293
SAMPLE SIZE = 116

ei

i\

; £82




CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 25

TABLE OF LOG FREQ BY AEXLOGB

LOG FREQ  AEXLOGB{208.EXPECT LOG BASE B OF X)

FREQUENCY
PERCENT
ROW PCT
COL PCT |PROVE ANIDERIVE AIREC. LL A|WHEN GIV|NOT DISC|
D APPLY |ND APPLYIND APPLY|EN,APPLY|USSED | TOTAL
.......... tPrccncncctecccccccbannnenwcteconncnetonncnnaad
FREQ <= 1 2 15 3 | 8 16 | 75
3 1.89 14.15 32.08 | 7.55 15.09 | 70.75
g 2.67 £0.00 | 45.33 | 10.67 21.33 |
3 25.00 78.95 69.39 | 66.67 88.89 |
2 cmcccccee= LR L pupuyn $ecccnccctrecncca +
FREQ >= 1 | 6 4 15 | 4 2 | 31
5.66 3.77 .15 | 3,77 1.89 | 29.25
19.35 12.90 48.39 | 12.90 6.45 |
1 75.00 21.05 30.61 | 33.33 11.11 |
cecwcccccce treeccccnbenncccnctecnnccwctencccncnboncncanad
: TOTAL 8 19 49 12 18 106
7.55 17.92  46.23 11,32 16.98  100.00
FREQUENCY MISSING = 10
STATISTICS FOR TABLE OF LOG FREQ BY AEXLOGB
STATISTIC OF VALUE PROB
CH|=SQUARE 4 11.712 0.020
L IKELIHOOD RATI0 CHI-SQUARE 4 11.366 0.023
MANTEL-HAENSZEL CH!-SQUARE 1 4.998 0.025
PHI 0.332
CONTINGENCY COEFF ICIENT 0.315
CRAMER'S V 0.332
EFFECTIVE SAMPLE S1ZE = 106
FREQUENCY MiSSING = 10
Q \
' ERIC <33
®




CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE OF COMPLEX USED BY TQUEST

COMPLEX USED

FREQUENCY
PERCENT
ROW PCT
coL PCT

TABLE 26

TQUEST - DIFFERENT STUDENTS QUEST!ONED

| 25% < N| 50% < N|

|
<= 25% IN <= 50%IN <= 75%| N > 75%|
1] 2| 31l

4| TOTAL

crmtcencercctctecancenetnnoncnactenncnssateconcanad

USED <= 1

1 < USED <= 2

2 < USED

4
12.28
43.75
45.16

6
5.26
25.00
19.35

1
9.65
18.97
35.48

5
4.39
15.63
16.67

4
3.5
16.67
13.33

21
18.42
36.21
70.00

10
8.77
31.25

40.00 10.7M

cerecsraccncnntrnmnncnstennacnentesneneantesacnesatd

8
7.02

33.33 25.00
32.00 21.43

entcetcnee e torcncccatevancasnatecccsanatescnaanat

7 19
6.14 16.67 50.88
12.07 32.76
28.00 67.86

3 32
2.63 28.07
9.38

6 24
5.26 21.05

58

mmememcccccacactecsmccreatecnancneteccancnatocccnanad

TOTAL

31
27.19

FREQUENCY MISSING = 7

30
26.32

25

28 114

21.93 24.56  100.00

STATISTICS FOR TABLE OF COMPLEX USED BY TQUEST

STATISTIC
CHI1=SQUARE

6
LIKELIHOOD RATIO CHI=-SQUARE 6
MANTEL_-HAENSZEL CHI-SQUARE 1

PHi

CONTINGENCY COEFFICIENT

CRAMER'S V

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 7




LR

CONTENT RER7 LENTATION: TECHNICAL APPENDIX
TABLE 27

TABLE OF COMPLEX USED BY TEXPLNT
CCMPLEX USED

FREQUENZLY |
PERCENT |
ROW PCT |
COL PCT IMINS < 1]100 <=
100 |INS < 15
-------------- boecocaccctecccnaa.
USED <= | 11 16
| 9.65 14,04
| 34.38 50.00
Il 33.33 | 39.02
-------------- beccccccatbrccccnna
1 < USED <= 2 9 | 6
7.89 5.26
37.50 25.00
27.27 14.63
.............. boeccccccctocccnnne
2 < USED | 13 19
11.40 16.67
22.41 32.76
39.39 46.34
.............. beccccccntecccncna
TOTAL 33 41

FREQUENCY MISSING = 7

4o
35.09

TOTAL

32
28.07

24
21,05

58
50.88

114
100.0C

STATISTICS FOR TABLE OF COMPLEX USED BY TEXPLNT

STATISTIC DF

CHI=SQUARE 4
LIKEL THOOD FAT!O CHI-SQUARE 4
MANTEL-HAENSZEL CH{-SQUARE 1
PH!

CONTINGENCY COEFFICIENT

CRAMER'S V

EFFECTIVE SAMPLE SIZE - 114
FREQUENCY MISSING = 7
SAMPLE SI1ZE = 116

[
0
|

TEXPLNT - MINUTES EXPLAINING NEW MATERIAL
TYPICAL WEEK

269
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CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 28
TABLE OF LOG FREQ BY TNONEW
LOG FREQ TNONEW - NOT “RY DISCOVERIES FOR A LONG TIME
FREQUENCY | | |
PERCENT |STRONG UN- |
ROW P3T  |DISAGREE|DISAGREE| DECIDED
CoL PCT | 1 2 31 TOTAL
----------+--------+--------+--------+
FREQ <= 1 | 25 45 7 77
23.15 41.67 6.48 71.30
I 32.47 £8.44 9.09
I 89.29 63.38 | 77.78
......... -+--------+------“-+--------+
FREQ >= 1 | 3| 26 2 31
I 2.78 | 24.07 1.85 28.70
I 9.68 | 83.87 6.45
I 10.71 | 36.62 22.22
---------- +--------+--------+--------+
TOTAL 28 71 9 108

25.93 65.74 8.33 100.00

FREQUENCY MISSING = 8

STATISTICS FOR TABLE OF LOG FREQ BY TNONEW

STATISTIC DF VALUE PROB
CHI-3QUARE 2 6.787 0.034
LIKELIHOOD RAT!O CHI=-SQUARE 2 7.605 0.022
MANTEL-HAENSZEL CHI-SQUARE 1 2.853 0.091
PHI 0.251
CONT INGENCY COEFFICIENT 0.243
CRAMER'S V 0.251

EFFECTIVF SAMPLE SIZE = 108
FREQUENCY MISSING = 8

()
(g
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CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE OF LOG USED BY ROBJINT

LOG USED

FREQUENCY
PERCENT
ROW PCT
CoL PLT

ROBJINT(3.0BJECTIVE.. INTEREST IN MATHEMATICS)

TABLE 29

ILY LESS |

ceececssntanwstunavoncaducne conetuoncnaned

USED <= 1

ceecscscsncsanstrcscvnccstrecsssnetocsncaaed

1 < USED <= 2

B L Tt ST TP R SRR L SRS

2 < USED

13
3.51
12‘50
22.22

6
5.26
10.71
33.33

8
7.02
30.77
a4.44

ceesrrcccrcccnteccrancctennansnetocnesncatd

TOTAL

18

RELAT I VE|EQUAL EM|RELATIVE|
ILY MORE |PHASIS
12 16 |
10.53 14.04 |
37.50 50.00 |
31,58 i 27.59 |
15 35 |
13.16 30.70 |
2€.79 62.50 |
3 .57 60.34 |
11 71
9.65 6.14 |
42.31 26.92 |
28.95 12.07 |
38 58
33.33 50.88

FREQUENCY MISS! ~ 2

STATISTICS FOR TABLE OF LCG USLZ ?Y ROBJINT

STATISTIC

DF

15.79

VALUE

TOTAL

32
28.07

56
49.12

26
22.81

114
100.00

PROB

badnded bbb b b bl DL AL LD LT L L LT T T TR PR TR Y Ui gttty

CHI=-SQUARE

4

LIKELIHOOD RATIO CHI=~SQUARE 4

MANTEL~HAENSZEL CMi=-SQUARE

PHI

CONT INGENCY COEFFf SCIENT

CRAMER'S V

1

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 2

10.767
10.60 -
0.582
0.307
0.294
0.217

0.029
0.031
0.446
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CONTENT REPRESENTATION: TECHNICAL APPEND IX

TABLE 30

TABLE OF LOG USED BY ROBJLIF
LOG USED ROBJUL IF (6.0BJECT IVE, .AWARENESS OF MATH IN LIFE)
FREQUENCY
PERCENT
ROW PCT
COoL PCT RELATIVE | EQUAL EMIRELATIVE|

LY MORE |PHASIS |LY LESS | TOTAL
- + + weatosccccnad
USED <= 1 16 10 6 32

14.04 8.77 5.26 28.07
50.00 31.25 18.75
48.48 16.G? i 28.57

o + teossccccateccccccatd
1 < USED <= 2 12 33 11 56
10.53 28.95 9.65 §9.12
21.43 58.93 19.64
36.36 55 00 52.38
+ ceatscccccnnd
2 < USED 5 17 4 26
4.39 14.91 3.5 22.81
19.23 65.38 15.38

15.15 28.33 1 19.05 :

.
+

TOTAL . 33 60 21 1.4
28.95 52.63  18.42  100.00
FREQUENCY MISSING = 2

STATISTICS FOR TABLE OF LOG USED BY ROBJLIF

STATISTIC DF VALUE PROB
CH1=SQUARE 4 11.023 0.026
LIKEL FHOOD RATIO CHI=SQUARE 4 10.776 0.029
ga?TEL-HAENSZEL CH! ~SQUARE 1 g.g?} 0.107
CONTINGENCY COEFFICIENT 0:297

CRAMER'S V 0.22¢0

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 2

-
7’
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CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 31
TABLE OF LOG USEO BY ROBJCOM
LOG USEO ROBJCOM(7.0BJECTIVE. .COMPUTATION SPEEO ACCURACY)
FREQUENCY
PERCENT
ROW PCT
COL PCT RELATIVE [EQUAL EM|RELATIVE}
LY MORE |PHASIS LY LESS | TOTAL
+ - o +
USEO <= 1 13 12 7 32
11.40 10.53 6.1 28.07
40 €3 37.50 21.88
4u.83 20.34 26.92
‘oo + + +
1 < USEQ <= 2 w 28 14 56
12.28 24.56 12.28 49.12
25.00 50.00 25.00
48.28 47.u6 ! 53.85
+ + ceccsonad
2 < USEO 2 19 5 26
1.75 16.67 4.39 22.81
7.69 73.08 19.23
6.90 32.20 19.23
+ etoce + +
TOTAL 2 59 26 114

9
25.44 51.75 22.81 100.00

FREQUENCY MISSING = 2

STATISTICS FOR TABLE OF LOG USEO BY ROBJCOM

STATISTIC DF VALUE PROB
CHI=SQUARE 4 9.974 0.041
LIKEL VHOOD RAT!IO CHi=-SQUARE 4 10.628 0.031
MANYEL=HAENSZEL CHI-SQUARE 1 2.789 0.095
PH1 0.296
CONT | NGENCY COEFF ICIENT 0.284

CRAMER'S Vv 0.209

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 2

289
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CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 32
TABLE OF COMPLEX USED BY ROBJSCI
COMPLEX USED ROBJSC!I (8.0BJECTIVE, .AWARE OF MATH IN SCIENCE)
R FREQUENCY
PERCENT
ROW PCT
COoL PCT RELATIVE|EQUAL EM|RELATIVE]
LY MORE [PHASIS (LY LESS | TOTAL
+ + eccobocccccncd
USED <= 11 19 2

32

9.17 | 15.83 1.67 | 26.67
34.33 | 59.38 1 6.25
28.95 | 30.65 | 10.60
8 11 10 29
6.671 9.171 8.33] 24.17
27.59 | 37.93 | 34.48
21.05 | 17.74 | 50.00

2 < USED 19 32 8 59
15.83 26.67 6.67 49.17
32.20 54.24 13.56
50.00 51.61 40.00

Y
v

+

1 < USED <= 2

.
+
+
+

+
+
+
+

TOTAL 120

28 62 20
31.67 51.67 16.67  100.00

FREQUENCY MISSING = 1

STATISTICS FOR TABLE OF COMPLEX USED BY ROBJSCI

STATISTIC DF VALUE PROB
CHI=SQUARE 4 9.683 0.046
L IKEL {HOOD RATIO CH1-SQUARE 4 9.146 0.058
MANTEL -HAENSZEL CH!-SQUARE 1 0.106 0.744
PHI 0.284

CONT INGENCY' COEFF ICIENT 0.273

CRAMER'S Vv 0.201

EFFECTIVE SAMPLE SIZE = 120
FREQUENCY MISSING = 1
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 33
TABLE OF LOG FREQ BY ROBJUSC!

LO” FREQ ROBJSCI(8.0BJECTIVE. .,AWARE OF MATH IN SCIENCE)

FREQUENCY
PERCENT
ROW PCT
COL PCT RELAT IVE | EQUAL EM|RELATIVE]

LY MORE |PHASIS |LY LESS | TOTAL

cocane Proccnncad - + camand

FREQ <= 1 17 52 13 | 82
14.91 45.61 1.0 | 71.93

20.73 63.41 15.85 |

48.57 82.54 81.25 |

P Y

- % ‘2":)"" R

+
+

- FREQ >= 1 18 1 3] 32
" 15.79 9.65 2.63 | 28.07
) 56.25 34.38 9.38 |

51.43 17.46 18.75 |
> TOTAL 35 63 16 14
& 30.70 55.26 14.04  100.00

= FREQUENCY MISSING = 2

STATISTICS FOR TABLE OF LOG FREQ BY ROBJSCI

= STATISTIC OF VALUE PROB

: CHI-SQUARE 2 13.659 0.001
L IKELIHOOD RATIO CHI-SQUARE 2  13.058 0.001
MANTEL-HAENSZEL CHI-SQUARE 1 9.591 0.002

, PHI 0.346

: CONT INGENCY COEFF ICIENT 0.327

N CRAMER'S V 0.346

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 2
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 34

TABLE OF LOG FREQ BY RSISYLG

LOG FREQ RSISYLG(10B.GOALS SOURCE..SYLLABUS)

FREQUENCY h
PERCENT
ROW PCT
COL PCT INEVER US|OCCASION|FREQUENT|
ED {ALLY LY USED | TOTAL
+ + tocce +
FREQ <= 1 27 37 11 75

25.23 34.58 10.28 70.09
36.00 49.33 14.67
90.00 61.67 ! 64.71 !
FREQ >= 1 3 23 6 32
2.80 21.50 5.61 29.91
9.38 71.88 18.75
10.00 38.33 i 35.29 !
TOTAL 30 60 17 107
28.04 56.07 15.89 100.00

&
v

+

Y
v

+

FREQUENCY MISSING = 9

STATISTICS FOR TABLE OF LOG FREQ BY RSISYLG

STATISTIC OF VALUE PROB
CHI-SQUARE 2 7.939 0.019
L IKEL THOOD RATIO CHI=-SQUARE 2 9.095 0.011
HANTEL-HAENSZEL CHI=SQUARE 1 3.g;g 0.026
CONTING'NGY COEFF{CIENT 0.263
CRAMER'S V 0.272

-

EFFECTIVE SAMPLE SIZE = 107
FREQUENCY MISSING = 9




CONTENT REPRESENTATION: TECHNI!CAL APPENDIX

TABLE 35
TABLE OF LOG USED BY RS!PROG
LOG USED RSIPROG( 10F SOALS SUURCE..PROF MEETINGS)
FREQUENCY
PERCENT
ROW PCT
CoL PCT NEVER US| OCCAS |ON| FREQUENT {
|ALLY JLY USED | TOTAL
--------------+--------+--------+--------+
USED <= 1 4 12 )L 30

3.77 11.32 13.21 28.30
13.33 40.00 46 .67
19.05 20.69 51.85

concncnnnnrantcstocncnccsnbrcccaccctocancncanad
1 < USED <= 2 11 35 7 53
10.38 33.02 6.60 50.00
20.75 66.04 13.21
52.38 60.34 25.93
EL T L LT T TR STt ptytpipie: Sipipipuplpipipiy Supipipippipipie:- 4
2 < USED 6 11 6 23
5.66 10.38 5.66 21.70
26.09 47.83 26.09
28.57 18.97 22.22
LE L LT Y s S L T Y T TP IO pIpls P Ui’ 4
TOTAL 21 58 27 106
19.81 54.72 25.47 100.00

FREQUENCY MISSING = 10

STATISTICS FOR TABLE OF LOG USED BY RSIPROG

STATISTIC DF VALUE PROB
CHI-SQUARE 4 12.169 0.016
LIKEL IHOOD RATIO CHI=~SQUARE 4 11.885 0.018
gaNTEL-HAENSZEL CHi=SQUARE 1 g.ggg 0.049
CONTINGENCY COEFFICIENT 0.321

CRAMER'S 0.240

EFFECTIVE SAMPLE S!ZE = 106
FREQUENCY MISSING = 10
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 36
TABLE OF LOG FREQ BY RS!IJRNP
LOG FREQ RSIJRNP(11E.PRESENTATION SOURCE..JOURNALS, BOOKS)

FREQUENCY
PERCENT
ROW PCT
COL PCT [|NSVER US{OCCASION|FREQUENT]
ED JALLY jLY USED | TOTAL
- + + + .ot
FREQ <= 1 50 17 9

76
46.73 15.89 8.41 71.03
65.79 22.37 11.84
1 83.33 58.62 1 50.00 !
FREQ >= 1 10 12 9 3t
9.35 11.21 8.41 28.97
32.26 38.71 29.03
! 16.67 1 41,38 50.00 !

TOTAL

+

60 29 18 107
56.07 27.10 16.82 100,00

FREQUENCY MISSING = 9

STATISTICS FOR TABLE OF 1.OG FREQ BY RS!JRNP

STATISTIC OF VALUE PROB

CHI=SQUARE 2 10.452 0.005

LIKELIHOOD RATIO CH!-~SQUARE 2 10.450 0.005

gﬁ?TEL-HAENSZEL CHI =SQUARE 1 9.;?: 0.002
0.313

CONTINGENCY COEFF Iy iENT 0.298

CRAMER'S V 0.313

EFFECTIVE SAMPLE SIZE = 107
FREQUENCY MISSING = 9

s LB 8- Y St
LTS AR
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 37
TABLE OF LOG FREQ BY RESIOTHP
LOG FREQ RSIOTHP(11G.PRESENTATION SOURCE..OTHER TEACHERS)

FREQUENCY |
PERCENT
ROW PCT
COL PCT [NEVER US]OCCAS |ON|FREQUENT|
|ED |ALLY ILY USED | TOTAL
con + + + -t
FREQ <= 1 49 22 | 4 75
46.23 | 20.75 | 3.77 | 70.75
65.33 | 29.33 | 5.33
1_79.03 | 66.67 | 36.36 |
FREQ>= 1| 13 1 | 7 31
12.26 | 10.38 | 6.60 | 29.25
41.94 | 35.48 | 22.58
20.97 | 33.33 | 63.64
. " + ceceteccccnnat
TOTAL 33 1 106

62
58.49 31.13 10.38 100.00

FREQUENCY MISSING = 10

STATISTICS FOR TABLE OF LOG FREQ BY RSIOTHP

STATISTIC DF VALUE PROB
CH!=-SQUARE 2 8.607 0.014
LIKELIHOOD RATIO CHI=SQUARE 2 8.011 0.018
MANTEL-HAENSZEL CH1-SQUARE 1 7.851 0.005
PH! 0.285
CONTINGENCY COEFFICIENT 0.274
CRAMER'S V 0.285

EFFECTIVE SAMPLE SIZE = 106
FREQUENCY MISSING = 10

<95
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CONTENT REPRESENTATION: TECHNICAL APPEND !X

TABLE 38

TABLE OF COMPLEX USED BY RSITXTD
COMPLEX USED RSITXTD( 12A.DRILL SOURCE..TEXTBOOK)
FREQUENCY

PERCENT

ROW PCT

COL PCT NEVER US|OCCAS |ON|FREQUENT|

€D IALLY  ILY USED | TOTAL
USED <= 1 1 23 | 34 "

30

20.18 2.63 3.51 26.32
76.67 10.00 13.33
1 38.98 1 8.82 1 19.05
1 < USED <= 2 10 7 10 27
8.77 6.14 8.77 23.68
37.04 25.93 37.04
16.95 20.59 47.62

2 < USED | 26 24 7 57
22.81 | 21.05 6.14 | 50 00

b
+
+
+

TOTAL 59 34 21 14
51.75 29.82 18.42  100.00

+
+
+
+

FREQUENCY MISSING = 7

STATISTICS FOR TABLE OF COMPLEX USED BY RSITXTD

STATISTIC DF VALUE PROB

CH | =SQUARE 4 18.784 0.001
L IKEL IHOOD RAT!O CHI=SQUARE 4 18.558 0.001
MANTEL=HAENSZEL CH|=SQUARF 1 1.686 0.194
PH} 0.406

CONTINGENCY COEFFICIENT 0.376

CRAMER'S V 0.287

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 7

an
D
-




281

CONTENT REPRESENTATION: TECHNICAL APPEgEéxs
T
TABLE OF COMPLEX FREQ BY RSISYLA
COMPLEX FREQ RSISYLA(138.APPLICATIONS SOURCE..SYLLABUS)

FREQUENCY
PERCENT
ROW PCT
CoL PCT NEVER 1JS|OCCAS I ON| FREQUENT |

|ALLV |LY USED | TOTAL

+ —ead

FREQ <= 1 29 34 9 72

25.44 29.82 7.89 63.16

40.28 47.22 12.50

1 80.56 1 59.65 42.86 !

FREQ >= 1 7 23 12 42
6.14 20.18 10.53 36.84

16.67 54.76 28.57

19.44 40.35 57.14

TOTAL 36 57 21 114
31.58 50.00 18.42 100.09

.l.
v

+

+
+
+

FREQUENCY MISSING = 7

STATISTICS FOR TABLE OF COMPLEX FREQ BY RSISYLA

STATISTIC DF VALUE PROB
CHI=SQUARE 2 8.704 0.013
LIKELIHOOD RATIO CHI=SQUARE 2 9.017 0.011
MANTEL-HAENSZEL CH{~SQUARE 1 8.578 0.003
PH 0.276
CONT INGENCY COEFF §CIENT 0.266
CRAMER'S V 0.276

EFFECT(VE SAMPLE SIZE = 114
FREQUENCY MISSING = 7
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CONYENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 40

TABLE OF COMPLEX USED BY RSISYLA
COMPLEX USED RSISYLA(13B.APPLICATIONS SOURCE..SYLLABUS)
FREQUENCY |
PERCENT {
ROW PCT !
COoL PCT NEVER US|OCCAS|ON|FREQUENT |

|ED JALLY jLY USED | TOTAL
coe + + oatecccccced
USED <= 1 15 11 4 30

13.16 9.65 3.51 26.32
$0.00 36.67 13.33
41.67 19.30 19.05

1 < USED <= 2 10 14 3 27
8.77 12.28 2.63 23.68
37.04 51.85% 1.1
27.78 24.56 u.29

11 32 14 57
9.65 28.07 12.28 50.00
19.30 56.14 24.56

30.56 56.14 66.67 |

TG AL 36 57 21 114
31.58 $0.00 18.“2\ 100.00

+
+
+
+

2 < USED

+
+
+
+

+
L 4
+
[ ]
[]
+

FREQUENCY MISSING = 7

STATISTICS FOR TABLE OF COMPLEX USED BY RSISYLA

STATISTIC DF VALUE PROB
CH I =SQUARE 4 10.087 v.C39
L!XELIHOOD RAT!O CHl=-SQUARE 4 10, 184 0.037
MANTEL=-HAENSZEL CHI=SQUARE 1 7.849 0.005
PHI 0.297
CONT INGENCY COEFF {CIENT 0.285
CRAMER'S V 0.210

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 7

C;;
w




CONTENT REPRESENTATION: TECHNICAL APPENDIX
T

TABLE OF LOG FREQ BY RSITXTA

LOG FREQ RSITXTA( 13A.APPL ICATIONS SOURCE..TEXTBOUK)

FREQUENCY

ABLE 41

PZRUENT
ROW PCT
coL PCT NEVER US|OCCAS |ON|FREQUENT
AALLY lLY USED l TOTAL
FREQ <= 1 36 | 29 10 5
33.64 27.10 9.35 70.09
48.00 38.67 13.33
1 81.82 | 56.86 83.33
FREQ >= 1 8 : 22 2 32
7.48 20.56 1.87 29.91
25.00 | 68.7% 6.2%
18.18 1 43.14 1 16.67 1
TOTAL 4y 51 12 107
41.12 47.66 11.21 100.00

FREQUENCY MISSING = 9

STATISTICS FOR TABLE OF LOG

FREQ BY RSITXTA

STATISTIC DF VALUE PROB
CHI =S QUARE 2 8.145 0.017
LIKEL IHOOD RATIO CHI-SQUARE 2 8.280 0.016
MANTEL-HAENSZEL CHI-SQUARE 1 1297 0.255
courmceucv COSFF ICIENT 0.266
CRAMER'S V 0.276

EFFECTIVE SAMPLE SIZE = 107
FREQUENCY MISSING = 9

283




-

CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 42
TABLE OF LOG USED BY RGRPWHL
LOG USED RGRPWHL (28.WHOLE CLASS WORKING AS A SINGLE GROUP)
FREQUENCY
PERCENT
ROW PCT
COL PCT % <60 160 <=% 175 <=% |
i <15 T | ToTAL
USED <= 1 I 6| 4 | 22 | 32
5.26 3.5V | 19.30 { 28.07
18.75 | 12.50 | 68.75
20.00 | 12.50 | 42.31 |
1 < USED <= 2 | 17 | 16 | 23 | 56
14.91 | 4.04 | 20.18 | 49.12
30.36 | 28.57 | 41.07
56.67 | 50.00 | 4u.23 |
2 < USED 71 12 | 71 26
6.14 | 10.53 | 6.14 | 22.81
26.92 | 46.15 | 26.92
| 2333 1 37.50 | 13.46 |
TOTAL . ) ) -

30 32 52 114
26.32 28.07 45.61 100.00
FREQUENCY MISSING = 2

STATISTICS FOR TABLE OF LOG USED BY RGRPWHL

STATISTIC DF VALUE PROB
CHI=SQUARE 4 12.845 0.012

L IKEL IHOOD RATIO CHi~-2-y ARF 4 12.983 0.011
MANTEL=HAENSZEL CHI-. - "ARE 1 2.032 0.154

FHI 0.336

CONTINGENCY COEFFICIENT 0.318

CRAMER'S V 0.237 3

EFFECTIVE SAMPLE S1zE = 114
FREQUENCY MISSING = 2

W
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CONTENT REPRESENTATION: TECHNICAL AP;E&;P r':'v'us
TABLE OF LOG FREQ BY RHDNAPP )
LOG FREQ RHONAPP (42 .SOME STUDENTS..NOT APPLICABLE)

FREQUENCY |
PERCENT
ROW PCT
COL PCT |YES INO | TOTAL
'}*\“ - L 2 cofboccccccad
~ FREQ <= 1 57 25 82
™ 50.00 ! 21.93 | 71.93

69.51 30.49
66.28 89.29

FREQ >= 1 29 3 32

25.44 2.63 28.07

90.63 9.38

33.72 10.714

eccenscsscebeccceccabocccanand

TOTAL 86 28 14
75.44 24.56 100.00

[}
'
[}
+
[}
+
+

FREQUENCY MISSING = 2

STATISTICS FOR TABLE OF LOG FREQ BY RHDNAPP

STATISTIC DF VALUE PROB
CHI=SQUARE 1 5.537 0.019
L IKELIHOOO RATIO CHI-SQUARE 1 6.339 0.0i2
CONTINUITY ADJ. CHI=SQUARE 1 4.457 0.035
MANTEL -HAENSZEL CHI-SQUARE 1 5.489 0.019
FISHER'S EXACT TEST {1-TAIL) 0.014
2-TAIL) 0.028
PH! -0.220
CONTINGENCY COEFFICIENT 0.215
CRAMER'S V -0.220

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 2

307




CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE OF LOG FREQ BY RPGINDF
RPG INDF (45 .PROGRESS . . STUDENT INDIFFERENCE)

LOG FREQ

FREQUENCY
PERCENT
ROW PCT
COL PCT

TABLE 44

{MPORTAN | SOMEWHAT INOT IMPO ]

T REASON|

IMPORTA |RTANT

e Cahas Tl ST TP S-Sl

FREQ <= 1

cessencssatrcccncnatbonnencnatbosnsannnd

FREQ >= 1

L |
38.60 |
53.66 |
77.19 |

13 1|
11.40 |
40.63 |
22.81 |

35
30.70
42.68
72.92

13
11.40
40.63
27.08

et T T Dt S -

TOTAL

FREQUTNCY MISSING = 2

57
50.00

48
42.11

| TOTAL
3 82
2.63 71.93
3.66
33.33
2 6 32
5.26 28.07
18.75
66.67
9 114
7.89 100.00

STATISTICS FOR TABLE OF LOG FREQ BY RPGINDF

STATISTIC

DF VALUE

CHI-SQUARE

L IKEL FHOOD RATIO CHI~SQUARE
gﬁ?TEL-HAENSZEL CHI~SQUARE

CONT INGENCY COEFF §CIENT

CRAM"R'S V

EFFZCTIVE SAMPLE SIZE = 114

FREQUENTY MISSING = 2
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CONTENT REPRESEMTATIUN: TECHNICAL AP:EgE;XuS
F.
TABLE OF COMPLEX !'REQ BY RPGABS
COMPLFX FREQ RPGABS (47 .PROGRESS . .STDENT ASSENTEEISM)

FREQUENGY
PERCENWT
ROW PCT
CXL PCT | IMPORTAN|SOMEWHAT-|NOT IMPO'

T REASON| IMPORTA|RTANT 1 TOTAL

FREQ <= 1 29 29 18 76 .
24,17 24,17 15.00 63.33 B
38.15 38.16 23.6¢ %
61.70 | 78.38 50.04 ! -3
FREQ >= 1 18 8 ‘e 4y
1%.00 6.67 15..)0 36.67 :
40.91 18.18 40,91 N
38.30 21.62 50 00 1 :
TOTAL 47 37 36 120 4

39.17 30.83 3¢.00 100.00 -

+
+

+
+
+

FREQUENCY MISSING = 1

STATISTICS FOR TABLE OF COMPLE). FREQ RY RPGABS

STATISTIC OF VALUE PROB
CHI-SQUARE 2 6.416 0.040
LIKEL IHOOD RAT IO CHI-SQUARE 2 6.620 0.037
MANTEL-HAENSZEL CHI-SQUARE 1 0.847 0.357
PHI 0.231
CONTINGENCY COEFFICIENY 0.225
CRAMER'S V 0.231

EFFECTIVE SAMPLE SIZE = 12¢
FREQUENCY MISSING = 1

303
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CONTENT REPRESENTATION: TEGHNICAL APPENDIX
TABLE 46
TABLE OF LOG USED BY XRTCNATT

LOG USED XRTCNATT = % STUDENTS NOT ATTENTIVE AND
NOT BEHAVIORAL PROBLEMS

FREQUENCY
PERGENT
ROW PCT
oL PCT NO STUDE|5<= % !
NTS i | TOTAL
+. cccpoccsccced
UsSto <= 1 6 26 32
5.36 23.21 28.57
18.75 81.25
1 14.29 Il 37.14 1
T 7 USED <= 2 34 54

20
17.86 30.36 4g.21
37.04 62.96
47.62 48.57

2 < Uszh 16 10 26
14.29 8.93 a3.21
61.54 38.46
38.10 14.29 !

+
+
.
[}
[}
[}
[}
[}
+

+
+

TOTAL 42 70 112
37.50 62.50 100.00

FREQUENCY MISSING = 4

STATISTICS FOR TABLE OF LOG USED BY XRTCNATT

STATISTIC DF VALUE PROB

CHI=SQUARE 2 11.215 0.004

LIKCL iHOOD RATIO CHI=SQUARE 2 11.470 0.003

gavTEL°HAENSZEL CH!1-SQUARE 1 11.g2; 0.001
0.

CONT INGEWNCY CCEFFICIENT 0.302

CRAMER'S V 0.316

EFFECTIVE SAMPLE SIZE = 112
FREQUENCY MISSING = 4

3N4

<
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CONTENT REPRESENTATION: TECHNICAL APPENDIX
TABLE 47
TABLE OF LOG FREQ BY RECHNG
LOG FREQ RECHNG(66 .RATING. .CHANGE ACTIVITY IF NO ATTN)

FREQUENCY
PERCENT
ROV PCT
COL PCT |OF LITTLISOME IMP|MAJOR IM|AMONG H1i |
E OR NO JORTANCE |PORTANCE |GHEST

FREQ <= 1 9 27 33 13 82
7.89 23.68 28.95 11.40 71.93
10.98 32.93 40.24 15.85
45.00 75.00 78.57 81.25

ecccecad
FREQ >= 1 1" 9 9 3 32
9.65 7.89 7.89 2.63 28.07
34.38 28.13 28,13 9.38
55.00 25.00 21.43 18.75
ebocce -

20 36 42 16 114
17.54 31.58 36.84 14.04 106.00

TCTAL

Y
v

+
+
+

+
+
+

TOTAL
FREQUENC' MISSING = 2

STATIST!ICS FOR TABLE OF LOG FREQ BY RECHNG

STATISTIC DF VALUE PROB
CHI=SQUARE 3 8.958 0.030
L IKEL JHOOD RATIO CHI=SQUARE 3 8.243 0.041
MANTEL-HAENSZEL CHI-SQUARE 1 6.086 0.014
PH!I 0.280
CONTINGENCY COEFFICIENT 0.270
CRAMER'S V 0.280

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 2

3ns
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CONTENT REPRESENTATION: TECHNICAL APPENDIX "
TABLE 48 ¢

TABLE OF LOG FREQ BY REFEED

LOG FREQ REFEED(74 .RATING. .FREQUENT INDIVIDUAL FEEDBACK)

FREQUENCY :

- PERCENT :
ROW PCT |

COL PCT |SOME IMPIMAJOR IM|AMONG HI| 1

ORTANCE |PORTANCE|GHEST | TOTAL e
cooscvvcevweboscccccncbovccscvodbosccavand A"“

FREQ <= 1 9 35 38 82 3]

7.89 30.70 33.33 71.93 . %

10.98 42.68 46.34
69.23 62.50 84 .44

ercsvesscstecccsccetrcccecnacbrcccnanad

FREQ >= 1 4 21 7 32 .
3.51 18.42 6.14 28.07 .
12.50 65.63 21.88
30.77 37.50 15.56 T

cesce. cectrccccccctrcccnccoctencancantd

TOTAL 13 56 5 114

[
11.40 49.12 39.47  100.00

FREQUENCY MISSING = 2

STATISTICS FOR TABLE OF LOG FREQ BY REFEED

STATISTIC DF VALUE PROB
CHi=SQUARE 2 6.004 0.050
L IKEL THOOD RATIO CHI=-SQUARE 2 6.300 0.043
MANTEL-HAENSZEL CH{=SQUARE 1 3.584 0.058
PHI 0.229
CONT I NGENCY COEFF ICIENT 0.224
CRAMER'S V 0.229

EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 2
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CONTENT REPRESENTATION: TECHNICAL A;:EE%I§9
TABLE OF COMPLEX FREQ BY RESAYGD
COMPLEX FREQ RESAYGD(89 .RATING..SAY SOMETHING GOOD ABOUT ANS)

FREQUENCY

PERCENT

ROW PCT

CcoL PCT OF LITTL|SOME IMP|MAJOR IM]AMONG HI)

E OR NO |ORTANCE +PORTANCE|GHEST | TOTAL

cecsscceccntccccccccteccccnvetccnccncatenannnnad

FREQ <= 1 7 26 35 7 75
5.93 22.03 29.66 5.93 63.56
9.33 34.67 46.67 9.33 .
87.50 57.78 72.92 41.18

ccccccecssetecscnccstosssessetscscnanatcannsnnad

FREQ >= 1 1 19 13 10 43
0.85 16.10 11.02 8.47 36.44
2.33 44.19 30.23 23.26
12.50 42.22 27.08 58.82

cocsescsssteccssncsteccccnncnte rocecctcccccased

TOTAL 17 118

8 us Ls
6.78 38.14 40.68 .41 100.00

FREQUENCY MISSING = 3

A STATISTICS FOR TABLE OF COMPLEX FREQ BY RESAYGD

.

3 STATISTIC OF VALUE PROB
a4 CHI =SQUARE 3 8.121 0.0uL4
5 LIKEL 'HOOD RATIO CHI=SQUARE 3 8.370 0.039
MANTEL-HAENSZEL CH|=-SQUARE 1 1.398 0.237
X PHI 0.262

9 CONT INGENCY COEFF ICIENT 0.254

4 CRAMER'S V 0.262

7

N

%

EFFECTIVE SAMPLE SIZE = 118
FREQUENCY MISSING = 3




CONTENT REPRESENTATION: TECHNICAL APPENDIX

TABLE 50
TABLE OF COMPLEX FREQ BY SDAYSYR
COMPLEX FREQ SOAYSYR
FREQUENCY |
PERCENT |
ROW PCT l
CoL PCT -.I< 180 | 180 | 180< | TOTAL
secssswsssdescsssscsndesassscscscdPacassacad
FREQ <= 1 | 12 42 17 1
1 10.53 36.84 14.91 62.28
i 16.90 59.15 23.94
1 41138 | 6885 | 7083 |
FREQ>= 1] 17| 19 7 43
14,91 16.67 6.14 37.72
39.53 L4, 19 16.28
! 58.62 31.15 1 29.17 !
TOTAL 61 24 114

29
25.44 53.51 21,05 100.00

FREQUENCY MISSING = 7

STATISTICS FOR TABLE OF COMPLEX FREQ BY SDAYSYR

STATISTIC DF VALUE PROB
CHi=SQUARE 2 7.262 0.026
L IKEL IHOOD RATIO CHI=SQUARE 2 7.105 0.029
MANTEL ~HAENSZEL CHI-SQUARE 1 7 190 0.007
PHI 0.252
CONT INGENCY COEFF ICIENT 0.245
CRAMER'S V 0.252
EFFECTIVE SAMPLE SIZE = 114
FREQUENCY MISSING = 7
b
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CONTENT REPRESENTATION: TECHNICAL APPENEIX5
TABLE OF COMPLEX USED BY SNO15 ~ OVERALL CURRICULUM

COMPLEX USED SNO5 = OVERALL CURR!CLLUM
FREQUENCY COMPREHE ICORE GEN|STREAMIN

PERCENT NSIVE GE|AND SPECIG BY STU

ROW PCT NERAL  |COURSES |INTEREST

CoL PCT 1 2 4l ToTAL
USED <= 1 1 8 | 4 20

32
7.14 3.57 17.86 28.57
25.00 12.50 62.50
32.00 12.12 37.04

R = coned emcad

1 < USED <= 2 4 5 15 24
3.57 L.46 13.39 21.43
16.67 20.83 62.50
16.00 15.15 27.78
- cos edsvastecapenccccand
2 < USED 13 24 19 56
11.61 21.43 16.96 5C.00
23.21 42.86 33.93
52.00 72.73 35.19
cecccssscsccccsaban ceccctencascand
TOTAL 25 33 54 112
22.32 29.46 4s8.21 100.00

+

FREQUENCY MISSING = 9

'

STATISTICS FOR TABLE OF COMPLEX USED BY SNO15

STATiSTIC OF VALUE PROB
CHI =SQUARE 4 12.349 0.015
LIKELIHGOO RATIO CHI-SQUARE &4  12.968 0.011
nanret.-memzst. CHI=-SQUARE 1 gggg 0.032
CONT INGENCY COEFF IC1ENT 0.315
CRAMER'S V 0.235

EFFECTIVE SAMPLE S1ZE = 112
FREQUENCY MISSING = 9
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NATIONAL REPORTS ON SECOND INTERNATIONAL
' MATHEMATICS STUDY

. (NOVEMBER, 1989)

CANADA (British Columbia)

Robitaille, David F., ]. Thomas O'Shea and Michael Dirks (1982) The Teaching and
Learning of Mathematics in British Columbia. Victoria, BC: Ministry of Education,
Learning Assessment Branch.

Robitaille, D.F. (1985) An Analysis of Selected Achievement Data from the Second
International Mathematics Study. Victoria,BC: Ministry of Zducation, Student
Assessment Branch.

CANADA (Ontario)

McLean, L., D. Raphael, M. Wahistrom (1986) Intentions and Attainments in the
Teaching and Learning of Mathematics. Reports on the Second International
Mathematics Study ° Ontario. Toronto: Ontario Ministry of Education.

McLean, L., R. Wolfe, M. Wahistrom (1987) Learning About Teaching from
Comparative Studies: Onario Mathematics in International Perspective. Toronto,Ont:
Ontario Ministry of Education.

Raphael, D., M. Wahlstrom, L. McLean (1983) The Second International Study of
Mathematics: An Overview of the Ontario Grade 8 Study. Toronto, Ont.: Ontario
Institute for Studies in Education.

Raphael, D., M. Wahlstrom, L. McLean (1983) The Second International Study of
Mathematics: An Overview of the Ontario Grade 12/13 Study. Toronto, Ont.: Ontario
Institute for Studies in Education.

ENGLAND AND WALES

Cresswell, M. ].Grubb (1987) The Second International Mathematics Study in England
and Wales. International Studies in Pupil Performance. Windsor, Berks: NFER-Nelson.

FINLAND
Kangasniemi, E (1988) Opetussuunnitelma ja matematijkan Koulusaavutukset.

(Curriculum and student achievment in mathematics). Research Reports: Pubiication
series A. Insti.ute for Educational Research, University of Jyvaskyla, Finland.

FRANCE

Robin, D,, E. Barrier (1985). Enquete internationale sur I'enseignement des
mathematiques: Le cas francais (International Mathematics Study: The French Case)
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Tome 1. INPR, Collection. National de Recherche Pedagogique. "Rapports de
recherches” 8. Paris.

HONG KONG
Brimer, A., P. Griifin (1985) Mathematics Achievement in Hong Kong Secondary
Schools. Center for Asian Studies, University of Hong Kong, Hong Kong.

ISRAEL

Padua, M., R. Raz, Eds. (1982) Cross-National Study in Mathematics Grades 8, 12: The
Research Instruments. Israel Curriculum Center, Ministry of Education and Culture.
Jerusalem. [In Hebrew.]

Lewy A. (1983) Attitudes and Attainments in Mathematics: A Technical Report of a
Survey in Gra~es 8 and 12. Israei Curriculum Center, Ministry of Education and
Culture. Jerusalem. [In Hebrew with English summary.)

Padua, H. (1983) Report on Mathematics Achievement Survey, Grades 8 and 12. Israel
Curriculum Center, Ministry of Educadion and Culture, Jerusalem. [In Hebrew with
English summary.]

Lewy, A. (1984) Mathematic. achievement in Grade 12. 1.1 A. M. Mayer and P. Tamir
(Eds.), Science Teaching in Israel:

Origins, Development and Aclievements. The Amos De-Shalit

Science Teaching Center, Jerusalem. [Hebrew with English

sun.mary.] °

JAPAN

Sawada, T., Ed. 1951. Mathematics Achievement of Secondary School Students.
National Institute for Educational Research, Tokyo. (In Japanese)

Sawada, T., Ed. 1982. Mathematics Achievement and Associated Factors of Secondary
School Students. National Institute for Educational Research, Tokyo. (In Japanese)

Sawada, T., Ed. 1983. Mathematics Achievement and Teaching in Lower Secondary
School - - Grade 7. National Institute for Educational Research, Tokyo. (In Japanese)

NETHERLANDS

Kuper, J., W. J. Pelgrum, 1983. Het IEA Iweeda Wiskunda Project:Aspecten van
Meetkunda (The IEA Sec .d Mathematics Study: Aspects of Geometry). Universiteit
Twente, Toegepaste Onderwijskuunde, Enschede.

Pelgrum, W'J., Th. ] H.M. Eggen, Tj Plomp, 1983. Het IEA Iweeda Wiskunda Project:
Beschrijving van uitkomsten (The IEA Second Mathematics Study: Description of
Results). Universiteit Twente, Toegepaste Onderwijskuunde, Enschede.

Pelgrum, W.J., Th. JH.M. Eggen, Tj Plomp, 1983. Het IEA Iweeda Wiskunda Project:

Opzet en uitvoering (The I ZA Second Mathematics Study: De-ign and Execution).
Universiteit Twente, Toegepaste Onderwijskuunde, Enschede.
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Pelgrum, W.J., Th. ].H.M. Eggen, Tj Plomp, 1983. Het IEA Iweeda Wiskunda Project:
Analyse van uitkomsten (The IEA Second Mathematics Study: Analysis of Results).
Universiteit Twente, Toegepaste Onderwijskuunde, Enschede.

NEW ZEALAND

Mathematics Achievernent in New Zealand Secondary Schools 1987. Department of
Education, Wellington, New .ealand.

SWEDEN
Ministry of Education 1986 Matematik I Skolan: oversyn av undervisningen i
matematik inom skclvasendet (Mathematics in the School. Examining the Teaching of
Mathematics in the the School System). Ministry of Education and Liber
AllmannaForlaget, Stockholm, Sweden.
Ministry of Education 1986 Matematik for Alla: ett diskussionsmateiral [Mathematics
for All: Material for Discussion). Ministry of Education and Liber Utbilningsforiget,
Stockholm, Sweden.
Ministry of Education 1987 Mamnaren. 86/87 (2-3): 1-12B.
Murray, R. R. Liljefors 1983 Matematik i Svensk Skola. Skoloverstyrelsen.
THAILAND
Thai National Committee for the Second .nternational Mathematics Study 1984 The
Analysis of the Mathematics Curriculum. The Institute for the Promotion ¢! Teaching
Science and Technology, Bangkok. [In Thai]
Thai National Committee for the Second International Mathematics Study 1985. The
Evaluation of Mathematics Teaching and Learning in Mattayom Suksa 5 Classes. The
Institute for the Promotion of Teaching Science and Technology, Bangkok.[In Thai]
Thai National Committee for the Second International Mathematics Study. 1986. The
Evaluation of Mathematics Teaching and Leaming in Matt..;om Suksa 2 Classes. The
Institute for the Promotion of Teaching Science and Technology, Bangkox. {In Thai]
UNITED STATES

Chang, A. et. al, 1985. Technical Report I: Item Level Achievement and OTL Data.
Stipes Publishing Company, Champaign, IL.

Crosswhite, J. et.al., 1985. United States Summary Report: Second International
Mathematics Study. Stipes Publishing Company, Champaign, IL.

Crosswhite, J. et. al., 1986. Detailed National Report. Stipes Publishirg Conpany,
Champaign, IL.
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McKnight, C. et al. 1987. The Underachieving
Mathemaiics from an International Pers

Champaign, IL.
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INTERNATIONAL REPORTS ON THE SECOND INTERNATIONAL
MATHEMATICS STUDY

Garden, RA., 1987. Second IEA Mathematics Study Sampling Reyport. Center for
Education Statistics, U.S. Department of Education,Washington, D.C., USA.

Techmcal Reports

Dossey, J.A. et al. 1987. Mathematics teachers in the United States and other countries
participating in the Second International Mathematics Study. University of Illinois at
Urbana-Champaign, Urbana, IL.

Jajjii, G. 1986. The used of calculators and computers in mathematics classes in twenty
countries: Summary Report. University of Illinois at Urbana-Champaign, Urbana, IL.

Kifer, E., R.R. Wolfe, W. H. Schmidt, 1985. Cognitive Growth in Eight Countries: Lower
Secondary School. University of Illinois at Urbana-Champaign, Urbana, IL.

Livingstone, I.D., 1986 Perceptions of the Intended and Implemented Mathematics
Curriculum. Center fo. £ducation Satistics. U.S. Department of Education,
Washington, D.C., USA.

Miller, D.M., R.L. Linn, 1986. Cross-national achievement with differential retention
rates. University of Illinois at Urbana-Champaign, Urbana, IL.

Oldham, E. E., 1986. Qualifications of mathematics teachers. T:inity College, Dublin,
Ireland.

Pelgrum, W.]., Th.J.HM. Eggan, T.J. Plomp, 1985. The implemented and attained
mathematics curriculum: A comparison of twenty countries. Twente University of
Technology, Enschede, The Netherlands.

Robitaille, D.F., A.R. Taylor, 1985. A comparative review of students' achievement in
the First and Second IEA Mathematics Studies. University of British Columbia,
Vancouver, Canada.

Wolfe, RG. 1987. A comparative analysis across eight countries of growth in
mathematics achievement: The effects of one year of instruction. Ontario Institute for
Studies in Education, Toronto, Canada. .

Woife, R.G. 1986. Training Manual for Use of the Data Bank of the Longitudinal,
Classroom Process Surveys for Population A in the IEA Second International
Mathematics Study. Ontario Institute for Studies in Education, Toronto, Carada.

Wolfe, R.G., D. Raphae!, 1985. Reports of Homework Assignment Around the World:

Results from the Second International Mathematics Study. Ontario Institute for Studies
m Education, Toronto, Canada.
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